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Figure 1: Mean diurnal profiles of a) reciprocal of the Monin-Obukhov length; b) 


sensible heat flux and c) boundary layer height (except OPS-st) calculated by the three 


advanced Gaussian models for a 30 day example period characteristic of summer 


conditions (September 1995, Lyneham, UK).  Error bars represent ± one standard 


deviation. 


 
 
Figure 2: Horizontal concentration profiles for the north (first column) and west (second 


column) radial directions at h=1.5 m for the four models evaluated for the four scenarios 


as defined in Table 2: Sc1, ground-level area source (first row); Sc2, elevated area 


source at 2 m height (second row); Sc3, volume source (third row) and Sc4, 3 elevated 


point sources (fourth row), each plotted on a log-scale. As the LADD model is unable to 


simulate the volume source scenario (Sc3), the profile from the elevated area source 


scenario (Sc2) is shown for comparison. 


 


Figure 3: Mean near-ground-level (h = 1.5 m) concentrations 100 m north of three 


elevated point sources (Sc4) for each hour of the day during an example 30 day period 


(September 1995, Lyneham, UK) predicted by the ADMS, AERMOD and OPS-st 


models. 


  


Figure 4: Difference between the concentrations predicted by ADMS and AERMOD at 


various heights 100 m north of three elevated point sources (Sc4) for each hour of the 


day during an example 30 day period. 


 







Figure 5: Vertical profile of annual mean NH3 concentrations at: a) 100 m; b) 300 m 


and c) 1000 m north of three elevated point sources predicted by the four models (Sc4). 


The ADMS and AERMOD simulations included a 5 m s-1 source exit velocity. 


 


Figure 6: Vertical profiles of annual mean NH3 concentrations at a) 100 m, b) 300 m, 


and c) 1000 m north of three elevated point sources predicted by ADMS and AERMOD 


for different model options, including the sensitivity to dry deposition rate, calm 


periods, exit velocity and meteorological pre-processor calculations. 


 


Figure 7: Vertical profile of annual mean concentrations at: a) 100 m; b) 300 m and c) 


1000 m north of three elevated point sources predicted by the four models (Sc4), but 


with the influence of exit velocity, dry deposition and meteorological data pre-


processing removed.  ADMS and AERMOD were both run with meteorological data 


from the ADMS pre-processor (solid symbols) and AERMET (open symbols). 


 


Figure 8: Change in mean near-ground-level (h = 1.5) horizontal concentration profiles 


along the north radial direction as a result of adding building effects in the ADMS and 


AERMOD simulations with three elevated point sources (Sc5), with and without exit 


velocity. 


 


Figure 9: Modelled versus measured atmospheric ammonia concentrations for: a) the 


USA pig farm (building and lagoon sources with no vertical exit velocity) and b) the 


Danish pig farm (elevated sources with exit velocity). Error bars show the error in the 


measured values (estimated by the authors of the two studies). Measured and modelled 







concentrations are for heights of 1.5 m and 2.0 m for the USA and Danish studies 


respectively.  
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Abstract: Ammonia emitted into the atmosphere from agricultural sources can have an 28 
impact on nearby sensitive ecosystems, either through elevated ambient concentrations or 29 
dry/wet deposition to vegetation and soil surfaces. Short-range atmospheric dispersion models 30 
are often used to assess these potential impacts on semi-natural ecosystems and a range of 31 
different models are used for these assessments. However, until now there has not been an 32 
intercomparison of the different models for the case of ammonia dispersion from agricultural 33 
sources and therefore it cannot be assumed that assessments are consistent. This paper 34 
presents an intercomparison of atmospheric concentration predictions made by a set of models 35 
commonly used for this type of assessment (ADMS; AERMOD; LADD and OPS-st). This 36 
intercomparison shows that there are differences between the concentration predictions of the 37 
models and some of these differences appear to be consistent and independent of the scenario 38 
modelled.  The best model agreement was found for simple scenarios with area and volume 39 
sources, whereas the model agreement was worst for a scenario with elevated sources with 40 
exit velocities, for which ADMS predicted significantly smaller concentrations than the other 41 
models.  The concentration predictions for the latter scenario depend strongly on the ability of 42 
the models to simulate the necessary processes, as well as the interaction of these processes 43 
with pre-processor calculations of meteorological data.  When applied to two case study farms 44 
in Denmark and the USA, the performance of all of the models is judged to be ‘acceptable” 45 
according to a set of objective criteria, although the LADD model version used is currently 46 
not suitable for simulations with elevated sources with exit velocities. 47 
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 51 


1. INTRODUCTION 52 


Ammonia (NH3) emitted into the atmosphere from agricultural sources can have an impact on 53 


nearby sensitive ecosystems either through elevated ambient concentrations or dry/wet 54 


deposition to vegetation and soil surfaces (Bobbink et al., 1998). Environmental impact 55 


assessments are often carried out using short-range atmospheric dispersion models to estimate 56 


mean annual atmospheric concentrations and total annual deposition of NH3 at the ecosystem 57 


location. A range of different atmospheric dispersion models are used for these assessments, 58 


which have not, until now, been compared for dispersion of ammonia emissions from 59 


agricultural sources.  60 


 61 


For example, in the UK, modelling assessments for the dispersion and deposition of 62 


agricultural NH3 emissions normally use one of two ‘advanced’ Gaussian dispersion models 63 


(Environment Agency, 2010): the Atmospheric Dispersion Modelling System (ADMS, 64 


Carruthers et al., 1994) or the AMS/EPA Regulatory Model (AERMOD, Cimorelli et al., 65 


2002). The term ‘advanced’ Gaussian dispersion model is used because the dispersion 66 


calculations are based on modified versions of the basic Gaussian plume equation taking into 67 


account vertical profiles of boundary layer parameters and continuous stability functions 68 


(Holmes and Morawska, 2006).  These modifications improve the horizontal and vertical 69 


concentration distributions predicted by the basic equation (especially in convective 70 


conditions). AERMOD is also one of the EPA preferred air quality models in the USA 71 


(although NH3 is not a regulated pollutant there). In Denmark, assessments are carried out 72 


using the advanced Gaussian model OML-DEP (Sommer et al., 2009), which is a version of 73 


Operationelle Meteorologiske Luftkvalitetsmodeller (OML) modified to simulate the dry 74 


deposition of ammonia.  In the Netherlands, amongst others, a short-term version of the 75 







advanced Gaussian Operational Priority Substances model, OPS-st, is used (Van Jaarsveld, 76 


2004; Van Pul et al, 2008) and in Germany the Lagrangian particle trajectory model 77 


AUSTAL2000 is used (Bahmann and Schmonsees, 2004). Assessments for research purposes 78 


have also been made in the UK using the Local Atmospheric Dispersion and Deposition 79 


(LADD) model (Hill, 1998; Dragosits et al., 2002; Theobald et al., 2004).  This model is a 80 


simplified short-range version of the Fine Resolution Atmospheric Multi-pollutant Exchange 81 


(FRAME) model (Singles et al., 1998; Fournier et al., 2004), with a focus on estimating 82 


ecosystem-specific nitrogen deposition. 83 


There have been many attempts to compare and validate the different models that are used for 84 


these assessments using industrial or research case studies (e.g., SO2 and NOx emitted by 85 


power generation plants or controlled tracer plume experiments). For example, Hanna et al. 86 


(2001) compared the predictions of ADMS and AERMOD with measurements of maximum 87 


hourly average pollutant/tracer concentrations along arcs at distances from 50 m to 50 km 88 


(depending on the experiment) for six separate field experiments (with durations of 11 days to 89 


a year).   Five of these experiments used elevated or complex sources situated in refineries 90 


and power plants.  The authors’ evaluation of the performance of the models, based on several 91 


statistical performance measures, was that ADMS performed slightly better than AERMOD 92 


for these experiments.  The sixth experiment (Duke Forest) used a low level source in an open 93 


field, which is comparable to many agricultural emissions.  For this experiment, the authors 94 


also concluded that ADMS performed better although, on average, both models 95 


underestimated maximum hourly average concentrations (ADMS by an average of 29% and 96 


AERMOD by an average of 44%).    97 


Very few studies, however, have focussed on dispersion of atmospheric NH3 emitted by 98 


actual agricultural sources. Many industrial sources are elevated above ground, have small 99 







emitting areas and often the emissions have high temperatures and exit velocities.  By 100 


contrast, agricultural NH3 emissions come mainly from animal housing and the storage and 101 


field-application of manures and slurries (Beusen et al., 2008) and are therefore emitted close 102 


to ground-level, at near-ambient temperatures, at low or zero exit velocities and often over 103 


large areas. Hill et al. (2001) used measurements of concentrations made around an intensive 104 


dairy farm in the UK to validate the buildings effects module of ADMS.  The model 105 


estimated a mean concentration (averaged over the measurement locations downwind of the 106 


buildings) of 28.3 µg NH3-N m-3, which compared very favourably with the measured mean 107 


of 28.9 µg NH3-N m-3.  Additionally, 85% of the modelled concentrations were within a 108 


factor of two of the measured values, with the periods of poor model-measurement agreement 109 


attributed to near-calm atmospheric conditions.  By contrast, Baumann-Stanzer et al. (2008), 110 


compared measured concentrations of an SF6 tracer (released from inside the source building) 111 


downwind of a pig farm in Germany with those estimated by ADMS and concluded that, 112 


based on the model acceptability criteria of Chang and Hanna (2004), the model performed 113 


‘unacceptably’.  In that study ADMS tended to underestimate concentrations.  Reasons for 114 


this underestimation are not given by the authors but it could have been the result of not 115 


including the effects of buildings or terrain in the simulations. 116 


Another focus of atmospheric dispersion model evaluation is that of inverse dispersion 117 


modelling to estimate agricultural source emission rates from atmospheric concentration 118 


measurements.   Examples of this are the studies of Loubet et al. (2001; 2006), Flesch et al. 119 


(2005; 2007), Faulkner et al. (2007) and Hensen et al. (2009) who used backward analytical 120 


and Lagrangian stochastic models to estimate ammonia emissions from sheep, pig and cattle 121 


farms.  The emission estimates obtained are in the range of those estimated from 122 


measurements at similar farms, suggesting that the inverse modelling technique used is 123 







adequate. While such inverse models have proved useful to estimate emissions in research 124 


studies, they do not appear to have yet been used for regulatory impact assessments. 125 


In order to evaluate model predictions and the suitability for estimating the short-range 126 


dispersion of ammonia from agricultural sources, this paper compares four atmospheric 127 


dispersion models (ADMS 4.1; AERMOD v07026; OPS-st File Version 3.0.3 and LADD 128 


v2010) for a series of hypothetical agricultural emission scenarios and then evaluates the 129 


performance of these models using atmospheric NH3 concentration data from two agricultural 130 


field experiments. The intercomparison is limited to the concentration predictions of the 131 


models only.  Dry deposition processes are included in the simulations to model the scenarios 132 


realistically, but dry deposition estimates are not compared or validated.  The reasons for this 133 


are: i) the dry deposition predictions of the models are calculated from the ground-level 134 


concentrations and so an assessment of the concentration predictions is needed first and ii) 135 


there are very few validation data available for NH3 dry deposition close to sources.  Attempts 136 


have been made by various authors to validate model dry deposition routines.  For example, 137 


Bajwa et al. (2008) showed that AERMOD underestimated NH3 dry deposition velocities for 138 


grass and short vegetation by a factor 2-4 during daytime and up to 8 during night time.  139 


Sommer et al. (2009) showed that the OML-DEP model provided a good estimate of the NH3 140 


dry deposition velocity for grass although the model underestimated atmospheric 141 


concentrations close to buildings. 142 


 143 


Wet deposition processes have not been included in the simulations because dry deposition is 144 


estimated to be the dominant deposition mechanism near to sources (Loubet et al., 2009).  145 


Transformations of NH3 via chemical reactions in the atmosphere have also been assumed to 146 


be negligible for short-range dispersion. Using an estimated rate for the reaction of NH3 with 147 







acidic compounds of 6% h-1 (Van Jaarsveld, 2004), a plume travelling at a rate of 5 m s−1 will 148 


lose approximately 0.7% of the NH3 through chemical transformation over the first 2 km, 149 


which is negligible compared with uncertainties in model input data. 150 


The objectives of this intercomparison are, therefore: 151 


1. To compare the atmospheric concentrations of NH3 predicted by the four models at 152 


short distances (<1 km) from hypothetical agricultural sources, and to identify the 153 


model processes that are responsible for significant differences between the models’ 154 


predictions; 155 


2. To assess the suitability of the models for use in environmental impact assessments by 156 


model validation using experimental data and a statistical comparison of concentration 157 


predictions with measured values; 158 


3. To make general conclusions on the relative differences between the predictions of the 159 


models and conditions/situations for which they are significant. 160 


 161 


2. COMPARISON OF MODEL PROCESSES 162 


The four models selected for the intercomparison simulate dispersion processes in different 163 


ways.  Table 1 gives a summary of the models’ applicabilities and the processes relevant to 164 


the application of these models to dispersion of agricultural NH3 emissions.  In addition to 165 


constant and time-varying emission sources, OPS-st also defines diurnal emission cycles for 166 


certain source types (e.g., livestock houses).  This model only calculates plume rise for 167 


buoyant emissions (i.e., emissions specified with internal heat content), while LADD does not 168 


model plume rise at all.  ADMS and AERMOD both simulate plume rise as a result of 169 


buoyant emissions and/or sources with vertical exit velocities.  ADMS uses an advanced 170 







integral model (Robins et al., 2009) whereas AERMOD uses the empirical expressions of 171 


Briggs (1984) for the convective boundary layer and the equations of Weil (1988) for the 172 


stable boundary layer. 173 


 174 


In ADMS, the effect of buildings on the plume dispersion is calculated for two regions: i) a 175 


recirculating flow region immediately downwind of the building with a uniform concentration 176 


and ii) a downwind region (extending to a distance of about 60 building heights), which has 177 


contributions from both the ground-level plume from the recirculating flow region and an 178 


elevated plume for the remainder that has not been entrained by the building.  Up to 25 179 


buildings can be included in a single simulation and those that are close enough to the plume 180 


centreline to be considered are combined into a single cuboidal ‘effective building’ aligned 181 


with the wind direction.  AERMOD incorporates the Plume Rise Model Enhancements 182 


(PRIME) model (Schulman et al., 2000), which also calculates concentrations in the 183 


recirculating region and a downwind region with the concentration predictions approaching 184 


those of the simulation without building effects in the far field.   185 


 186 


All four models simulate dry deposition processes using resistance models (see e.g., Hicks et 187 


al., 1987).  ADMS provides default parameterisations for gases with high and low reactivity 188 


and inert gases, which are constant across the domain (in the version tested here). OPS-st and 189 


LADD are provided with default parameterisations for different land cover types, which can 190 


vary spatially in LADD and are constant in OPS-st.  AERMOD uses user-specified deposition 191 


parameters and wind-direction-dependent seasonal land cover parameters.  ADMS also has 192 


the option of a single user-specified dry deposition velocity and OPS-st has the option of a 193 


single user-specified canopy resistance.   194 







 195 


ADMS and AERMOD both have a meteorological pre-processor to calculate boundary layer 196 


parameters from the meteorological input data.  The pre-processor of ADMS is built into the 197 


model software and is executed at the beginning of each simulation with the calculations 198 


output to a text file.  In contrast, the AERMOD pre-processor (AERMET) is a separate 199 


program that is used to process the meteorological data before it can be used in AERMOD (in 200 


the form of surface and vertical profile data).  OPS-st calculates the boundary layer 201 


parameters for each simulated hour during model run-time and therefore does not have a 202 


meteorological pre-processing step, while LADD calculates diffusion coefficients for each 203 


wind sector during run-time.  In typical operation, the model calculates the dispersion for the 204 


most frequently occurring thermal stratification class only (usually neutral). 205 


Table 1: Summary of the models’ applicabilities and processes/routines relevant to the 206 


application of these models to dispersion of agricultural NH3 emissions. 207 


 208 


 ADMS  


4.1 


AERMOD 


v07026 


OPS-st  


File Version 3.0.3 


LADD 


v2010 


Source types Point, Area, 


Volume 


Point, Area, 


Volume 


Point Area 


Emission types Constant, Time-


varying 


Constant, Time-


varying 


Constant, Time-


varying 


Constant 


Thermal 


stratification 


parameterisation 


BLH, 1/L 1 BLH, 1/L 1 BLH, 1/L 1 P-G 2 


Plume rise Advanced Equations of Only for buoyant None 







calculation integral model Briggs (1984) and 


Weil (1988) 


emissions (Briggs, 


1984) 


Building effects  2 region model 


extending to 


downwind 


distance of ~ 60 


building heights 


2 region model 


with influence of 


building 


decreasing 


exponentially 


None None 


Dry deposition User defined 


deposition 


velocity or 


resistance model 


(single value 


over model 


domain) 


User-defined 


resistance model 


based on land 


cover type 


(varying by wind 


direction and 


season) 


Resistance model 


based on either 


land cover or user 


defined canopy 


resistance 


(single value over 


model domain) 


Resistance model 


based on land 


cover type 


(varying values 


according to 


mapped land 


cover 


Meteorological 


pre-processor 


Built-in, 


executed before 


dispersion 


module 


Separate 


(AERMET) 


Boundary layer 


parameters 


calculated during 


model run-time 


Diffusion 


coefficients 


calculated during 


model run-time 


Treatment of 


calm periods 


Hours with wind 


speed < 0.75 m 


s-1 at height 10 


m not simulated 


Hours with wind 


speed < 0.28 m s-1 


at measurement 


height not 


simulated 


Hours with wind 


speed < 1.2 m s-1 


simulated with 


wind speed of 1.2 


m s-1 


Uses mean wind 


speed for each 


wind sector and 


so calm periods 


are not explicitly 


simulated 


1 Boundary layer height, reciprocal of Monin-Obukhov length (Monin and Obukhov, 1954) 209 







2 Pasquill-Gifford classification (Pasquill, 1961; Gifford, 1961) 210 


 211 


Figure 1 shows example mean diurnal profiles of the reciprocal of the Monin-Obukhov length 212 


(1/L), sensible heat flux and boundary layer height (except OPS-st) for the three advanced 213 


Gaussian models for a 30 day period (September 1995) calculated from the same 214 


meteorological dataset (Lyneham, UK; Spanton et al. (2004)).  Calculations of the mean 1/L 215 


for AERMOD and OPS-st for night time periods are similar, whereas the ADMS pre-216 


processor calculates more stable night time conditions (larger values of 1/L).  The ADMS pre-217 


processor calculated values also have more variability throughout the period than the other 218 


models.  Night time mean sensible heat fluxes calculated by the three models (or their pre-219 


processors) are similar, but daytime values have different peak values and day-night transition 220 


times. The ADMS pre-processor calculates lower and less variable mean boundary layer 221 


heights than that of AERMET, whereas the OPS-st pre-processor does not output boundary 222 


layer height calculations.  The differences between the pre-processor calculations of ADMS 223 


and AERMET were also presented by Hall et al. (2000) and have been attributed to variation 224 


in the daytime Bowen ratio (the apportionment of available energy between the sensible heat 225 


flux and evaporation), the handling of dawn and dusk transitions and the treatment of very 226 


stable situations (Auld et al., 2003; Middleton and Thomson, 2001). 227 


[INSERT FIGURE 1 HERE] 228 


ADMS, AERMOD and OPS-st are based on a similar assumption of modified Gaussian 229 


distributions for vertical and crosswind concentration distributions.  These distributions are 230 


modified further due to optional processes such as plume rise, dry deposition and building 231 


effects.  LADD on the other hand is a statistical Lagrangian model that simulates atmospheric 232 


dispersion and dry deposition by moving a vertical column of air along straight-line 233 







trajectories across a grid. The air column is divided into 43 layers of increasing depth (from 1 234 


to 35 m) up to the height of the planetary boundary layer (assumed constant at 500 m) and 235 


moves across the grid at a rate equal to the mean wind speed for the trajectory direction. As 236 


the column moves across the grid, NH3 is emitted into the layers containing sources and is 237 


mixed vertically within the column at a rate determined by the turbulent diffusion coefficient. 238 


Deposition from the lowest layer to the surface is calculated using a resistance model specific 239 


to the land cover assigned to the grid square (typically 25-50 m resolution). For each 240 


trajectory direction, parallel trajectories are modelled sequentially until the entire domain has 241 


been covered. The trajectory direction is then increased by a user-defined increment (e.g., 1°) 242 


and the process is repeated for all directions. Wind direction frequencies for each 10° sector 243 


are used to weight the contribution of each trajectory to the NH3 concentrations within the 244 


domain. 245 


 246 


3. MATERIALS AND METHODS 247 


3.1. Intercomparison of models for hypothetical scenarios 248 


Five scenarios were modelled, representing typical agricultural sources of NH3 (Table 2) with 249 


an arbitrary annual emission of 10000 kg NH3 yr-1 (approximately equivalent to the housing 250 


emissions from 2000 finishing pigs or a slurry lagoon with a surface area of 10000 m2). Only 251 


two of the models can simulate the effect of building-induced turbulence on dispersion from 252 


point sources (ADMS and AERMOD) and therefore the fifth scenario (same source 253 


configuration as the elevated point sources scenario with the sources on top of a building of 254 


dimensions l × w × h = 20 m × 20 m × 5 m) was simulated by these two models only.   255 


 256 


Table 2: Source configurations used in the five test scenarios 257 







Scenario  Source configuration Representing Model representation of source 


ADMS AERMOD LADD OPS-st 


Sc1 Ground-level area source  


(l × w =20 m × 20 m) 


Slurry lagoon Area 


source 


Area source Area 


source 


Point 


source1 


Sc2 Elevated area source (20 m 


× 20 m at height of 2 m 


above ground) 


Slurry tank Area 


source 


Area source Area 


source 


Point 


source1 


Sc3 Volume source 


(l  × w × h = 20 m × 20 m × 


5 m) 


Naturally 


ventilated 


livestock 


housing 


Volume 


source 


Volume 


source 


Not 


modelled 


Point 


source2  


Sc4 Line of 3 elevated point 


sources (5 m above ground, 


5 m separation, 0.5 m 


internal diameter, 5 ms-1 


vertical exit velocity, 


ambient temperature) 


Livestock 


housing with 


mechanical 


roof- 


ventilation3 


Point 


sources 


with exit 


velocity 


Point 


sources 


with exit 


velocity 


Area 


source 


without 


exit 


velocity 


 


Point 


sources 


without 


exit 


velocity 


Sc5 As Sc4 but with building of 


dimensions: l × w × h = 20 


× 20 × 5 m 


As Sc4 As Sc4 As Sc4 Not 


simulated 


Not 


simulated


1 Source diameter of 22.6 m used to give approximately the same area as a 20 × 20 m square 258 


source 259 


2 Source diameter: 22.6 m, initial vertical spread: 5 m 260 


3 Typical ventilation system for European pig houses (European IPPC Bureau, 2003) 261 







 262 


The model domain used for all scenarios was 2 km × 2 km with roughness length (z0) of 0.1 m 263 


(representing “low crops with occasional large obstacles” (US EPA, 2000) or “cultivated or 264 


natural area with low crops or plant covers” (Wieringa et al., 2001), with the NH3 source in 265 


the centre. This domain size was chosen in order to study short-range atmospheric dispersion 266 


over the range of source-measurement distances used in the performance evaluation study 267 


(i.e., up to 1 km from the source; Section 3.2).   268 


 269 


The meteorological dataset used was one year of continuous hourly data from the Lyneham 270 


meteorological station (51°30’13”N, 1°59’27”W) in the UK for 1995.  Lyneham 271 


meteorological station is situated on an airfield in a rural area of southern England.  These are 272 


the data of Spanton et al. (2004) and are available pre-formatted for ADMS and AERMOD 273 


(http://www.harmo.org/Intercomparison/contents.asp).  In addition to these data, OPS-st 274 


requires solar radiation, which was estimated from latitude, longitude and cloud cover using 275 


the method of Holtslag and van Ulden (1983), giving the range 0-840 W m-2.   276 


 277 


Dry deposition was simulated by all models (using model-specific parameterisations for 278 


agricultural land cover or user-specified parameterisations depending on the model, Table 3).  279 


AERMOD and LADD have specific parameterisations for dry deposition based on land cover 280 


type and season (AERMOD only).  Although land cover-dependent dry deposition is not 281 


simulated in this version of ADMS, by calculating an effective dry deposition velocity for the 282 


other three models (deposition flux divided by ground-level concentration), the user-specified 283 


value of dry deposition velocity in ADMS was set to 1.5 × 10-3 m s-1 to be within the range of 284 


values calculated by the other three models (1.1-1.9 × 10-3 m s-1).  A simple sensitivity 285 


analysis of this parameter showed that mean near-ground-level (h = 1.5 m) concentrations 286 







vary by up to 24% over this range of dry deposition velocity values. This range of dry 287 


deposition velocities is of the same order of magnitude as the mean values calculated by Yang 288 


et al. (2010) (2.3 × 10-3 m s-1) and Loubet et al. (2011) (3 × 10-3 m s-1) for deposition to arable 289 


land. In order to be consistent, the same canopy resistance was used in OPS-st as the land 290 


cover dependent default value in LADD (grassland: 600 s m-1) even though this results in a 291 


smaller effective deposition velocity in OPS-st (due to larger aerodynamic and quasi-laminar 292 


boundary layer resistances). 293 


Table 3: Summary of the model dry deposition parameterisations used in the scenarios. 294 


Model Dry deposition parameterisation 


ADMS 4.1 Dry deposition velocity = 1.50 × 10-3 m s-1


AERMOD v07026 Default parameterisation for “Agricultural Land” land cover class and 


mild winter season scenario (i.e. no snow).   


User specified parameters: 


Diffusivity of NH3 in air:  1.98 × 10-5 m2 s-1 † 


Diffusivity of NH3 in water: 1.64 × 10-9 m2 s-1 ‡ 


Leaf cuticular resistance: 600 s m-1 # 


Henry's law constant for NH3: 1.62 Pa m3 mol-1 $ 


OPS-st File Version 3.0.3 Canopy resistance = 600 s m-1 (Singles et al., 1998) 


LADD v2010 Canopy resistance = 600 s m-1 (Singles et al., 1998) 


† Taken from Table 8 of Massman (1998) 295 


‡ Taken from Table 5.2-1 of Cussler (1997) 296 


# Value of canopy resistance for grassland taken from Singles et al. (1998) and assuming no 297 


deposition to stomata (i.e., stomatal resistance is infinite). 298 


$ Taken from ATSDR (2004) 299 


 300 







 301 


The scenarios were run for each of the models (where applicable) and the simulated annual 302 


mean near-ground-level (h=1.5 m) atmospheric NH3 concentrations were compared for 303 


receptors at 100 m intervals along four radial directions (N, E, S and W) starting at the source 304 


centre. Values at 1.5 m were used instead of ground-level because this height is used to assess 305 


environmental impacts (i.e. impacts on ground-level vegetation) (Cape et al., 2009)..  In 306 


addition, a more detailed analysis for the elevated point sources scenario was done in order to 307 


assess the influence of meteorological pre-processor calculations, the treatment of calm 308 


conditions and the plume rise and dry deposition parameterisations. 309 


 310 


3.2. Model performance evaluation 311 


For the assessment of NH3 concentration prediction accuracy, field measurements from two 312 


experiments were used.  The first of the experiments was by Walker et al. (2008) who 313 


measured atmospheric NH3 concentrations using diffusion tubes at a height of 1.5 m above 314 


ground around a pig farm (at distances 5-620 m from the main NH3 sources) in North 315 


Carolina (USA).  Estimates of uncertainty of this method range from ±5% for concentrations 316 


>100 µg m-3 to ±25% for concentrations of 5.0 µg m-3.  Weekly mean concentrations were 317 


measured between June 2003 and July 2005 and a complete calendar year (2004) was used for 318 


the evaluation.  No emission measurements were made for the main sources (5 naturally 319 


ventilated pig houses and a slurry lagoon), but an annual NH3 emission factor was used that 320 


had been calculated for similar pig farms in North Carolina (7.0 ± 2 kg NH3 animal-1 yr-1).  321 


Although this puts a limitation on the study, it is the same limitation that is imposed on many 322 


ammonia impact assessments (i.e., the lack of comprehensive on-site emission 323 


measurements).   324 


 325 







Hourly meteorological data (wind speed and direction, global radiation, relative humidity and 326 


air temperature) were measured near to the farm, while the smallest measured concentrations 327 


for each measurement period were used as background concentrations and subtracted from the 328 


other measurements.  Pig house emissions were simulated as volume sources in ADMS and 329 


AERMOD, but had to be represented as area sources in LADD and as an array of point 330 


sources in OPS-st (with spacing and diameter of 11 m, the width of the pig houses).  In the 331 


LADD simulation, the source height (1.25 m) was half of the mean roof height of the building 332 


and for OPS-st a ground-level source was used with an initial vertical spread which has the 333 


effect of enhancing the initial vertical dispersion in order to simulate a multi-height release.  334 


The slurry lagoon was simulated as a ground-level area source in all models except OPS-st, 335 


which represented it as a gridded array of point sources (with spacing and diameter of 5 m).   336 


 337 


The influence of the pig houses on dispersion was not taken into account by any of the models 338 


since LADD and OPS-st cannot model these processes and ADMS and AERMOD cannot 339 


model these processes for area and volume sources. Measurements made next to the buildings 340 


(< 10 m) were omitted from the analyses since the influence of building-induced turbulence 341 


(which was not modelled) was assumed to be too great for these locations.  Although not 342 


necessary for the simulations, additional meteorological data (vertical profiles) were obtained 343 


from the US EPA for the meteorological station of Newport, NC (approximately 100 km from 344 


the farm) and processed by the AERMET pre-processor for use in AERMOD to assess 345 


whether they improve the concentration predictions. 346 


 347 


The second dataset used is from Pedersen et al. (2007), who measured weekly mean 348 


atmospheric NH3 concentrations at 27 locations around a pig farm (at distances 40-300 m 349 


from the pig house) in Falster (Denmark) during a period of three months (June-August 350 







2006).  During the same period the NH3 emission rate and meteorological data (wind speed 351 


and direction, air temperature, humidity, precipitation and solar radiation) were measured 352 


hourly.   353 


 354 


The NH3 concentration measurements were made by exposing diffusion tubes in triplicate at a 355 


height of 2 m above ground during 12 × 1 week periods.  Andersen et al. (2009) estimate the 356 


uncertainty in this method to be ±20% of the triplicate mean concentration.  The pig house 357 


NH3 emissions were calculated from NH3 concentration measurements (by photoacoustic gas 358 


analyser) and air flow measurements in the 11 roof vents of the building.  Although emissions 359 


through other outlets (e.g. doors) are not included in the emission calculations, the emission 360 


estimate will still provide a more realistic value than a constant emission factor, which is 361 


often how emissions are represented in impact assessments.  Background concentrations for 362 


each measurement period were taken as the smallest measured value of the eight 363 


measurement locations furthest from the pig farm (300 m).   364 


 365 


The roof vent height (6.4 m) was used as the source height in the models and the source exit 366 


velocity was calculated from volume flow and vent diameter (0.8 m) with the assumption that 367 


the emission direction was vertical since there are no covers on the vents to divert the flow.  368 


Exit velocity was not modelled by LADD or OPS-st and LADD modelled the sources as three 369 


30 m × 30 m area sources at the roof vent height.   The ADMS and AERMOD simulations 370 


took into account the influence of four buildings (the main pig house, an adjacent building 371 


and two feed silos). It was not possible to include building effects in the LADD or OPS-st 372 


simulations. Emissions from a manure store approximately 30 m from the pig house were not 373 


measured and were not included in the simulations.  Pedersen et al. (2007) estimated that 374 







these emissions equated to approximately 4% of the pig house emissions.  Measurement data 375 


from sampling locations next to the manure store were omitted from the analyses. 376 


 377 


Evaluation of model performance requires a statistical comparison of model predictions with 378 


observed values.  Chang and Hanna (2004) summarise the indicators available for evaluating 379 


dispersion model performance.  For the current evaluation, five performance measures 380 


suggested by Chang and Hanna (2004) have been used that are calculated from the observed 381 


(Co) and predicted (Cp) concentrations at each measurement location: 382 


 383 
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 388 


and the fraction of model predictions within a factor of two of the observations, FAC2.   389 


 390 


FB and MG are measures of model bias (i.e., the tendency of the model to over- or under-391 


predict concentrations), whereas NMSE, VG and FAC2 are composite measures that take into 392 


account both bias and scatter in the predicted values relative to the observations. Chang and 393 


Hanna (2004) suggest ranges for five of the performance measure values that indicate 394 


acceptable model performance.  The ranges suggested are: |FB|<0.3, 0.7<MG<1.3, 395 


NMSE<1.5, VG<4 and FAC2>50%.  The sixth performance measure suggested by Chang and 396 


Hanna (2004), the correlation coefficient (R), although calculated, was not used as an 397 







objective criterion in the present study, because no ranges are suggested for this measure and 398 


values can sometimes be misleading due to the influence of extreme data pairs.  Model 399 


suitability was assessed by comparing performance measure values with these acceptability 400 


criteria for the mean atmospheric concentrations.   401 


 402 


Recent work on model performance evaluation by Hanna and Chang (2010) has recognised 403 


that, due to stochastic and turbulent processes, even an acceptable model may not meet all 404 


acceptability criteria for all experiments.  As a result, they propose that an acceptable model is 405 


one that meets the criteria for at least half of the performance tests.  This approach is adopted 406 


in the current paper and an acceptable model is defined as one that meets five or more of the 407 


ten performance tests (five performance measures × two experiments). 408 


 409 


4. RESULTS 410 


4.1. Hypothetical scenarios 411 


The four models predicted concentrations for four radial directions (N, E, S and W) at 100 m 412 


intervals (100-1000 m from the source centre) for the four hypothetical scenarios.  Due to the 413 


dependence of the predictions on wind direction frequency, all four models predicted the 414 


highest and lowest concentrations for the N and W directions respectively.  The 415 


concentrations predicted by the four models for these two directions were analysed to 416 


compare model predictions for a dispersion direction with a high (N) and a low (W) 417 


frequency of occurrence. 418 


 [INSERT FIGURE 2 HERE] 419 


The concentration profiles predicted by all models for the N direction (high concentrations) 420 


for the ground-level area source differ by up to a factor of 1.9 (Figure 2, first row), with the 421 


relative differences between model predictions increasing with distance from the source due 422 







to divergence of the AERMOD predictions and those of ADMS and LADD.  For the W 423 


direction (low concentrations), relative differences are similar (up to a factor of 1.7) but in 424 


this case are due mostly to the differences between the predictions of OPS-st and ADMS.   425 


Relative prediction differences are similar for the elevated area source (Figure 2, second row; 426 


maximum difference of a factor of 1.9 and 1.7 for the N and W directions respectively) 427 


although most of this difference is due to the lower predictions of the LADD model compared 428 


with the other models.  This is most likely due to the vertical resolution of LADD, since a 429 


source height of 2 m is represented as a source within the atmospheric layer 2-3 m above 430 


ground level.  For the volume source the relative differences were larger (up to a factor 1.9 431 


and 2.4 for the N and W directions respectively; Figure 2, third row) due to divergence of the 432 


AERMOD predictions and those of ADMS. The largest differences between the models’ 433 


predictions were for the elevated point sources scenario, with relative model differences of up 434 


to a factor of 2.9 and 3.2 for the N and W directions respectively; again due to the differences 435 


between the predictions of AERMOD and ADMS (Figure 2, fourth row).  436 


 437 


In general, within 300 m of the source, all models estimated a decrease in concentrations 438 


going from a ground-level area source to elevated point sources. This reflects the fact that the 439 


mid-point of the source height is increasing from one scenario to the next (Sc1 to Sc4).  This 440 


result would also be expected from the simple Gaussian plume equation, on which three of the 441 


models are based.  At a distance of 1000 m from the source, this is not the case for all of the 442 


models, since ADMS and OPS-st predicted larger concentrations at this distance for a source 443 


height of 2 m (Sc2) than for a ground-level source (Sc1). 444 


 445 


To better understand the differences between the models’ predictions for the elevated point 446 


sources scenario (Sc4, for which the inter-model differences between concentration 447 







predictions were largest), an analysis of the time series of concentration predictions was done 448 


to determine: i) whether the differences have a seasonal or diurnal pattern and ii) which of the 449 


modelled processes are responsible for these differences.  To look at seasonality, mean near-450 


ground-level concentration predictions were compared for each simulation month for the non-451 


statistical models (i.e., ADMS, AERMOD and OPS-st). The correlations between 452 


concentration predictions for the receptors along the four radial directions (N, E, S and W) of 453 


one model and the others vary by month although they do not exhibit a clear seasonal pattern.  454 


The worst correlations are for March and September (not shown).  Differences were also 455 


found in the correlations of mean annual predictions for each of the four radial directions, 456 


with the poorest correlations for the north and west directions (not shown).   457 


 458 


Hourly concentration predictions are needed in order to carry out an analysis of the diurnal 459 


pattern of prediction differences.  In order to reduce analysis and model run-times, only the 460 


combination of radial direction and month with the worst correlations (north, September) was 461 


simulated for three arbitrary distances that represent near-source, intermediate distance and 462 


far from source (100, 300 and 1000 m). A comparison of the mean predicted near-ground-463 


level (1.5 m) concentrations 100 m from the source for each hour of the day reveals that the 464 


largest mean concentrations are predicted to occur between the hours of 19:00 and 04:00 465 


(Figure 3).  This corresponds to the period with the lowest mean boundary layer heights and 466 


stable thermal stratification (Figure 1).  This night time period contributes to 89% of the mean 467 


near-ground-level concentrations predicted by AERMOD 100 m north of the source, whereas 468 


the contribution in the ADMS and OPS-st simulations is 51% and 65%, respectively. This 469 


may partly explain the deviation of the predictions by AERMOD and ADMS for the elevated 470 


point source scenario (Sc4). 471 


 472 







It is interesting to note that even though the OPS-st simulation does not include exit velocity, 473 


it does not predict the largest near-ground-level concentrations of the three models in this 474 


scenario (Figures 2 and 3), as might be expected. The largest concentrations at this height are 475 


predicted by AERMOD.  This is probably because OPS-st applies an emission correction 476 


factor for sources with an emission height above 2.0 m based on wind speed and air 477 


temperature (resulting in smaller night time emissions) to represent emissions from livestock 478 


houses. Similar diurnal patterns for the three models were also found for the predictions at 479 


300 m and 1000 m from the source (not shown).  ADMS predictions did not increase 480 


substantially at night, as might have been expected, with this difference contributing to the 481 


smaller predictions by ADMS relative to the other models.  482 


[INSERT FIGURE 3 HERE] 483 


In order to investigate these differences in more detail it is necessary to look at the vertical 484 


profiles of predicted concentrations and not just near-ground level concentrations.  Figure 4 485 


shows the difference between the hourly mean concentration predictions of the two models 486 


which give the largest night time differences (AERMOD and ADMS) at various heights 487 


above ground 100 m north of the source. These simulations show that, in general, AERMOD 488 


predicts larger concentrations than ADMS at heights of 5.0 m and below, while ADMS 489 


predicts larger concentrations than AERMOD at a height of 8 m above ground. 490 


[INSERT FIGURE 4 HERE] 491 


Returning to the annual simulations, Figure 5 shows the vertical profile of mean NH3 492 


concentration predictions at 100, 300 and 1000 m north of the source, as predicted by all four 493 


models for the elevated point sources scenario (Sc4).  Of the four models, AERMOD predicts 494 


the largest near-ground-level concentrations at all three distances from the source and predicts 495 


the peak concentration at a height of 5 m at a distance of 100 m from the source. By contrast, 496 


AERMOD predicts the largest concentrations close to ground-level at distances of 300 m and 497 







greater.  ADMS predicts the smallest near-ground-level concentrations at all three distances 498 


(linked to the nocturnal differences discussed above) and predicts the peak concentration at a 499 


height of 8 m or above at all three distances.  OPS-st predicts the peak concentration at a 500 


height of 4-5 m and LADD predicts the peak concentration at a height of 3 m 100 m from the 501 


source and at close to ground-level at 300 and 1000 m from the source. 502 


[INSERT FIGURE 5 HERE] 503 


These differences between the vertical profiles are most likely due to several interacting 504 


factors, which include: meteorological pre-processors; handling of calm conditions; plume 505 


rise parameterisations; dry deposition schemes and horizontal and vertical dispersion 506 


parameterisations.  The following analysis looks at each of these factors individually and in 507 


combination to assess the influence of each.  It must be emphasised that this is not a full-508 


blown sensitivity analysis, for which model variables and parameters would need to be varied 509 


simultaneously following a method such as that of Saltelli and Annoni (2010). 510 


 511 


Effect of meteorological pre-processor calculations 512 


Running the ADMS simulation with the AERMET-calculated values of L, sensible heat flux 513 


and boundary layer height has the effect of reducing vertical concentration gradients due to 514 


the less stable night time conditions (Figure 6, first row).  Figure 6 (second row) shows the 515 


effect on the predicted vertical concentration profiles of AERMOD using the ADMS pre-516 


processor-calculated values of L, sensible heat flux and boundary layer height. With this 517 


change of input data AERMOD predicts larger vertical concentration gradients due to a 518 


reduction in vertical dispersion in the more stable night time conditions. The effect of pre-519 


processor differences cannot be assessed for OPS-st because it is not possible to alter the pre-520 


processor calculations before use by the model. 521 


[INSERT FIGURE 6 HERE] 522 







 523 


Calm conditions 524 


To assess the influence of the treatment of calms in AERMOD on the predicted vertical 525 


profiles, wind speeds less than 0.75 m s-1 were substituted by zeros to represent the treatment 526 


of calms in ADMS (i.e., not calculating predictions for these hours).  Generally this change 527 


decreases concentrations by up to 15%, with the largest decrease at the source height (Figure 528 


6, second row). 529 


 530 


Plume rise 531 


By re-running the elevated point sources scenario without the exit velocity, the influence of 532 


the plume rise calculations on the model predictions can be assessed for AERMOD and 533 


ADMS. Removing plume rise in ADMS lowers the height of maximum concentration from 8 534 


m to 4 m and increases near-ground-level concentrations by up to 140% (300 m from source) 535 


(Figure 6, first row). Figure 6 (second row) shows that removing plume rise in AERMOD 536 


increases the near-ground-level concentrations by up to 50% (100 m from source) and lowers 537 


the height of maximum concentration from 5 m to 4 m. 538 


 539 


Dry deposition 540 


Although an attempt was made to simulate dry deposition in a similar way for all of the 541 


models, it is possible that the influence of dry deposition processes on the concentration 542 


predictions may vary due to the different parameterisations used by the models.  Suppressing 543 


the dry deposition processes from the model simulations of the elevated point source scenario 544 


(by switching these processes off in AERMOD and ADMS and by using a large value for the 545 


canopy resistance, 10000 s m-1, in OPS-st and LADD) shows the influence of these processes 546 


on the model predictions.  Since dry deposition has a cumulative effect on the concentration 547 







predictions, the greatest influence is found furthest from the source.  Near to the source (100 548 


m north), suppressing dry deposition processes has a small effect on concentration 549 


predictions, with increases of less than 2%, 1% and 4% for AERMOD (Figure 6), LADD and 550 


OPS-st respectively (Figures 5 and 7).  ADMS, on the other hand, predicts increases of less 551 


than 5% up to a height of 6 m but predicts decreases in concentration (up to 5%) above this 552 


(Figure 6).  The same pattern is also apparent 1000 m from the source, with AERMOD, 553 


LADD and OPS-st predicting concentration increases of up to 10%, 7% and 26% respectively 554 


and ADMS predicting increases of up to 30% at heights of 8 m and below and decreases up to 555 


12% at higher levels. 556 


 557 


Basic dispersion processes 558 


In order to assess the differences in the horizontal and vertical dispersion processes of the 559 


models, without the combined influence of the processes discussed above, the elevated point 560 


sources scenario (Sc4) was rerun with the dry deposition processes suppressed (all four 561 


models), source exit velocity removed (AERMOD and ADMS) and wind speeds < 0.75 m s-1 562 


treated as calms (AERMOD only).  ADMS was also run with the AERMET-calculated values 563 


of L, sensible heat flux and boundary layer height and vice-versa. Figure 7a shows that at 100 564 


m north of the source, the vertical profiles predicted by ADMS and AERMOD are similar 565 


with near-ground-level concentrations differing less than 10%, when the same pre-processor 566 


data are used.  However, when the models are run with their own pre-processor data, near-567 


ground-level concentrations differ by 30%.  Ammonia concentrations predicted by OPS-st are 568 


smaller than those predicted by ADMS and AERMOD (with their own pre-processor data) by 569 


up to 50% for heights up to 5 m and larger by up to 80% at higher levels.   LADD predicts the 570 


smallest concentrations by up to 60% at heights of 8 m and below. 571 


[INSERT FIGURE 7 HERE] 572 







At greater distances from the source (Figures 7b and c), the difference between near-ground-573 


level concentrations predicted by ADMS and AERMOD, when using the same pre-processor 574 


calculations, increases to 27% and 38% at 300 and 1000 m from the source, respectively, 575 


although the shapes of the vertical profiles predicted by the models are similar.  Near-ground-576 


level concentration differences are smaller at these distances when the models are run with 577 


their own pre-processor calculations, with differences of 7% and 20% at distances of 300 m 578 


1000 m respectively.   579 


 580 


Building induced turbulence 581 


The effect of including building-induced turbulence in the ADMS and AERMOD simulations 582 


of the point sources scenario (Sc5) with and without exit velocity is shown in Figure 8.  The 583 


models respond differently to the inclusion of the building. When the source is modelled with 584 


a 5 m s-1 exit velocity, ADMS predicts increases in the mean profile concentrations of 26-39% 585 


whereas AERMOD predicts decreases of up to 10% close to the source and less than 0.5% at 586 


distances of 500 m and greater.  In the ADMS simulation without exit velocity, the presence 587 


of the building increases concentrations (by up to 30%) close to the source and decreases 588 


concentrations (by up to 9%) at distances of 400 m and greater.  In the AERMOD simulation 589 


of the same scenario, the presence of the building decreases concentrations by up to 19% with 590 


the effect weakening with distance from the source. 591 


[INSERT FIGURE 8 HERE] 592 


 593 


4.2. Model performance analyses  594 


Figure 9a shows the mean annual (2004) concentrations predicted by the four models plotted 595 


against the mean measured values for the same period for the USA case study.  All of the 596 


models overestimate the measured concentrations for the majority of measurement locations, 597 







with the largest overestimates from AERMOD and OPS-st (by factors of up to 2.4 and 3.3 598 


respectively).  From the values of the performance indicators (Table 4), only LADD and 599 


ADMS met all of the acceptability criteria with AERMOD and OPS-st not meeting the bias 600 


criteria (FB and MG) due to over prediction.  Including the vertical profile data in the 601 


AERMOD simulations improves all five of the performance indicators with acceptability 602 


criteria.  However, it must be noted that the vertical profile data may not be representative of 603 


the meteorological conditions within the modelling domain and so this improvement may 604 


have been by chance. 605 


 606 


Model predictions plotted against mean measured values for the 3 month period of the Danish 607 


case study are shown in Figure 9b. The three advanced Gaussian models (ADMS, AERMOD 608 


and OPS-st) give predictions within a factor of 3.1 of each other) with OPS-st, in general, 609 


predicting larger concentrations than AERMOD, which in turn predicts larger values than 610 


ADMS.  The LADD model, on the other hand, predicts larger concentrations than the other 611 


three models (on average by a factor of 5.2). The higher estimates of the LADD model are not 612 


surprising since the model does not include a plume rise module.  OPS-st does not model 613 


plume rise resulting from the source exit velocity either, and so this model might be expected 614 


to overestimate concentrations as well. However, this is not the case, which is probably 615 


because the model applies an emission correction factor (resulting in smaller night time 616 


emissions) even when the hourly measured emission rates are used as input. The result is a 617 


similar performance to AERMOD, albeit fortuitous. Suppressing the exit velocity and 618 


building effects processes in ADMS and AERMOD results in a similar amount of 619 


overestimation as the LADD simulation, highlighting the necessity to model these processes 620 


when they are present (Figure 9a). 621 


[INSERT FIGURE 9 HERE] 622 







For this case study, AERMOD meets the model acceptance criteria for all performance 623 


measures and ADMS and OPS-st meet all but one of them (FB and MG respectively) (Table 624 


5).  LADD only met one of the acceptance criteria (NMSE) for this case study due to the 625 


overestimation of concentrations.  Suppressing the exit velocity and building effects processes 626 


in ADMS and AERMOD results in a similar performance to that of LADD. Removing just 627 


the influence of buildings in the ADMS and AERMOD simulations, in general, decreases 628 


predicted concentrations (by an average factor of 1.5 and 1.7 respectively) to an extent that 629 


the models meet fewer of the acceptability criteria (ADMS: VG and FAC2, AERMOD: MG, 630 


VG and FAC2). 631 


 632 


Table 4: Performance indicator values for the predictions by the four models of 633 


concentrations in the vicinity of the USA pig farm (building and lagoon sources with no 634 


vertical exit velocity).  (Shaded values indicate ‘acceptable’ model performance according to 635 


Chang and Hanna (2004). 636 


Model FB MG NMSE VG FAC2 R 


ADMS -0.29 0.85 0.56 1.21 84% 0.75 


AERMOD 


(on-site met. data only) 
-0.60 0.54 0.84 1.67 58% 0.79 


AERMOD 


(with vert. profile data) 
-0.43 0.65 0.52 1.35 68% 0.78 


LADD -0.19 0.81 0.34 1.22 79% 0.75 


OPS-st -0.54 0.58 0.80 1.52 63% 0.75 


 637 


 638 







Table 5: Performance indicator values for the predictions by the four models of 639 


concentrations in the vicinity of the Danish pig farm (elevated sources with vertical exit 640 


velocity).  (Shaded values indicate ‘acceptable’ model performance according to Chang and 641 


Hanna (2004). Data from an additional model (OML-DEP) were taken from Pedersen et al. 642 


(2007) for the same case study. 643 


Model FB MG NMSE VG FAC2 R 


ADMS 0.40 1.06 0.62 1.43 77% 0.89 


ADMS                  


(no buildings) 
0.81 1.50 2.41 2.08 59% 0.80 


ADMS                  


(no buildings or exit vel.) 
-0.78 0.28 0.99 9.03 23% 0.86 


AERMOD 0.18 0.79 0.58 1.80 67% 0.80 


AERMOD               


(no buildings) 
0.71 1.30 2.24 2.35 62% 0.69 


AERMOD               


(no buildings or exit vel.) 
-0.93 0.27 1.77 7.81 14% 0.88 


LADD -0.89 0.24 1.61 16.16 18% 0.57 


OPS-st -0.08 0.62 0.23 2.00 67% 0.86 


OML-DEP -0.05 0.69 0.27 1.65 76% 0.83 


 644 


 645 


5. DISCUSSION 646 


Differences between concentration predictions 647 


Comparing the relative differences between the model concentration predictions of the 648 


hypothetical scenarios with those of the experimental case studies provides information on the 649 







generality of conclusions that can be made for the different source types. The simple 650 


hypothetical scenarios show that the agreement between concentration predictions depends on 651 


the scenario modelled, the model processes used and the meteorological pre-processing.   652 


 653 


Best agreement between models was observed for the simplest scenarios, for which all four 654 


models are generally applicable (area and volume sources).  Worst agreement was observed 655 


for the more complex scenario (elevated point sources with exit velocities) partly because not 656 


all of the models can simulate the relevant processes (e.g., plume rise) and partly because of 657 


the differences in meteorological pre-processing and plume rise formulations (ADMS and 658 


AERMOD).  Meteorological pre-processor calculations in AERMOD and ADMS have a 659 


strong influence on the predicted vertical concentration profiles.  The ADMS pre-processor 660 


predicts more stable night-time conditions than that of AERMOD, resulting in larger vertical 661 


concentration gradients and smaller near-ground-level concentrations.  This difference is 662 


partially offset by the different treatment of calm conditions in the two models. Plume rise 663 


due to source exit velocity also increases the difference between the predictions of these two 664 


models.  Even when ADMS is run with the AERMOD pre-processor data, ADMS predicts a 665 


higher peak concentration height than the AERMOD simulations.  Combining this difference 666 


in plume rise predictions with the more stable meteorological data results in the large 667 


differences between the ADMS and AERMOD vertical profiles shown in Figure 5.  By 668 


comparison, the model simulations were found to be much less sensitive to the formulations 669 


of dry deposition, which lead to differences typically less than 5-20%.    Although these are 670 


relatively modest differences, consequences of uncertainty in this process on NH3 air 671 


concentrations will be larger for situations with semi-natural and forest land, where dry 672 


deposition rates are typically larger. 673 


 674 







These findings can also be extended to the experimental case studies.  Of the two case studies, 675 


best model agreement was observed for the USA study, which has both area and volume 676 


sources.  In this case study OPS-st and AERMOD generally predicted the largest 677 


concentrations and ADMS and LADD the smallest, which is similar to the concentration 678 


predictions within 500 m of area and volume sources in the hypothetical scenarios (Figure 2).  679 


Therefore, even though the simulations of the USA case study and the hypothetical scenarios 680 


with area and volume sources use different meteorological data, receptor heights and source 681 


configurations, the relative differences between the concentration predictions of the models 682 


are similar. 683 


 684 


The Danish case study is most similar to the elevated point sources hypothetical scenario 685 


(Sc4).  However, in this case the relative differences between the models for the hypothetical 686 


scenario are different to those for the field study. For example, in both the hypothetical 687 


scenario (Sc4) and the Danish case study, ADMS gave the lowest concentration estimates, 688 


underestimating the measurements by up to 66% for the field study.  This is due to the 689 


combination of more stable night time conditions and the plume rise parameterisation. 690 


By contrast, in the hypothetical scenario, AERMOD in general predicts the largest 691 


concentrations, whereas in the Danish case study LADD predicts the largest concentrations.  692 


As the analysis of vertical profiles above shows, differences between the model predictions 693 


can be attributed to a complex interaction of model processes such as plume rise and 694 


meteorological data pre-processing, as well as to the basic model dispersion 695 


parameterisations.  696 


 697 


The effect of including buildings in the simulations is very different for ADMS and 698 


AERMOD.  For the elevated point sources hypothetical scenario, ADMS predicted an 699 







increase in concentrations as a result of including the building (Figure 8), whereas AERMOD 700 


predicted a decrease in concentrations.  Despite the differences between how the models 701 


simulate building effects, it is not a simple task to explain the differences or even to conclude 702 


which of the two models simulates them most accurately.  The differences are most likely due 703 


to how the two models parameterise the two flow regions (recirculating and downwind) and 704 


the extent of these zones downwind of the source as well as their interaction with plume rise 705 


parameterisations. Based on the acceptability criteria, AERMOD performs better than ADMS 706 


for the Danish case study, but it is not clear if this is due to how AERMOD simulates building 707 


effects.  What is clear, however, is that the performances of both ADMS and AERMOD are 708 


significantly improved with the inclusion of building effects because they meet more of the 709 


acceptability criteria. 710 


 711 


 712 


5.1. Are the differences between the predictions of the models significant? 713 


This paper shows that there are differences between the concentration predictions of the four 714 


models, but it is useful to assess whether these differences could affect the performance of 715 


these models in an environmental impact assessment. One approach would be to calculate 716 


prediction uncertainty using model input data and parameter uncertainty and assess whether 717 


the uncertainty ranges of the predictions overlap. However, a full uncertainty analysis of four 718 


different models is beyond the scope of this paper.  A simpler method is to assess the 719 


significance of the differences between model predictions using a different statistical 720 


approach.  One such method would be to define a significant difference between the 721 


predictions of two models as equivalent to that of the difference between a perfect model and 722 


an unacceptable model (i.e. |FB|>0.3, MG<0.7 or MG>1.3, NMSE>1.5, VG>4 and 723 


FAC2<50%). The performance measures can then be calculated from the predictions of each 724 


model pair combination (i.e. one set of model predictions are used as values of Co and those 725 







from the other model are used as values of Cp) and the results compared with the 726 


acceptability criteria.  Applying this definition to the hypothetical scenarios gives significant 727 


differences between the predictions of ADMS and the other models for the elevated point 728 


source scenario (Sc4) only (i.e., the majority of five acceptability criteria are not met).  729 


Applying this definition to the two experimental case studies gives no significant differences 730 


between model predictions for the USA case study and only gives significant differences 731 


between the LADD predictions and those of the other three models for the Danish case study. 732 


 733 


5.2. Are the models acceptable for field assessments? 734 


Although it is not possible to make firm conclusions on model acceptability from just two 735 


field case studies, the performance evaluation provides evidence of model suitability that can 736 


be added to the conclusions of past and future validation studies.  Based on the acceptability 737 


criteria, all four models performed acceptably (i.e., the majority of the criteria were met), 738 


while noting that ADMS tended to underestimate NH3 concentrations and LADD tended to 739 


overestimate concentrations for the Danish case study with elevated sources. This discrepancy 740 


was largest for the LADD model, which did not meet any of the acceptability criteria in that 741 


case study.  This points to the need for further development of the LADD model to include a 742 


plume rise module, as has been done for a similar larger-scale multi-layer model by Vieno et 743 


al. (2009), before it can be considered acceptable for application to assessments with 744 


significant vertical exit velocities.  Up to now, we have only discussed the uncertainty of the 745 


model predictions but uncertainty in the measurement data should also be taken into account.  746 


Figure 9 shows the measurement uncertainty estimated from the standard deviation of 747 


repeated measurements but the uncertainty due to background concentrations is also 748 


important, especially for the low concentration range measured in the Danish case study.  749 


Background concentrations were estimated from measurement locations furthest away from 750 







the prevailing wind direction during the measurement period.  However, this assumes that the 751 


measurement location is not exposed to any ammonia from the source, which is very unlikely 752 


during the long averaging periods used in the study.  The background estimation is, therefore, 753 


most likely to be an overestimate and could explain why the predictions for the lowest 754 


measured values in Figure 9 are furthest from the 1:1 line.   755 


 756 


The extent of deviation shown by the different models in Figure 9, becomes relevant in 757 


relation to air concentration thresholds for environmental decision making, such as the 758 


ammonia critical level (Cape et al., 2009), currently set at 1 and 3 (2-4) µg m-3 in Europe for 759 


lichens/bryophytes and higher plants respectively. In the US field study, all of the modelled 760 


and measured concentrations were above the critical levels, so that, combined with a closer 761 


agreement (Table 6), all of the models would have been sufficient to demonstrate an 762 


exceedance.  By contrast, for the Danish study the concentrations are within the range of the 763 


critical levels so that local decision making becomes more sensitive to the choice of model 764 


used.  For example, at a measured value of 3 µg m-3, AERMOD and ADMS both 765 


underestimated measured NH3 concentrations, while LADD tends to overestimate them.  This 766 


indicates that in this situation, ADMS and AERMOD may not be sufficiently precautionary, 767 


while LADD is over precautionary according to the regulatory requirements of an assessment. 768 


In addition to the objective criteria looking at the whole dataset, it is therefore important for 769 


regulatory assessments to consider how model performance varies for different concentration 770 


ranges. 771 


 772 







CONCLUSIONS 773 


An intercomparison of four short-range atmospheric dispersion models applied to the 774 


atmospheric dispersion of agricultural ammonia emissions has shown that differences 775 


between the predictions of near-ground-level concentrations depend on the scenario modelled.   776 


 777 


Best model agreement was for simple scenarios such as area or volume sources.  For these 778 


scenarios AERMOD and OPS-st, in general, predicted the largest concentrations and ADMS 779 


and LADD.  These conclusions also hold for an experimental case study with area and 780 


volume sources.   781 


 782 


The poorest model agreement was for elevated point sources with exit velocities.  This was 783 


due to some models not representing all of the processes such as plume rise or the interaction 784 


of plume rise processes with meteorological data pre-processor calculations.  A theoretical 785 


scenario showed the largest inter-model differences occurred between the two models 786 


simulating all of these processes (AERMOD, ADMS), while the simpler models (OPS-st, 787 


LADD) again provided intermediate estimates.  Including the effects of buildings in the 788 


simulation increased the concentration predictions of ADMS but decreased those of 789 


AERMOD.  An investigation into the reasons for this difference is beyond the scope of this 790 


paper and is suggested as a future research topic.  Application of the models to an 791 


experimental case study with elevated point sources with exit velocities showed that relative 792 


differences between model predictions depend on the simulation input data and parameters 793 


(e.g. meteorological data, building effects, source height exit velocity and release 794 


temperature).  795 


 796 







All four models performed acceptably according to pre-defined criteria when predictions were 797 


compared with NH3 concentration measurements around a livestock farm with ground and 798 


building emission sources. By contrast, for a livestock farm with elevated sources with exit 799 


velocities, the comparison with measurements showed that ADMS, AERMOD and OPS-st 800 


met the majority of the five acceptability criteria, while the LADD model did not.  To 801 


improve the performance of the LADD model for scenarios with elevated sources with large 802 


exit velocities, an additional plume rise module would probably need to be included. 803 
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