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OBJECTIVE:

The prediction of hydrological responses by means of physically-
based distributed catchment models for research and engineering
purposes.

REVIEW OF PROGRESS APRIL-OCTOBER 1991:

The research programme has continued to pursue a number of
complementary lines of investigation into physically-based
rainfall-runoff modelling, highlights of which are outlined
below. These include:-

1. Concise nomographs for peak flow prediction

2. Definition of guidelines for model initial conditions
3. Error surface determinations

4. Exploratory design of partially-distributed models.

1. The IH Distributed Model (IHDM) is the main model developed
in this programme, solving numerically interlinked surface and
subsurface flow equations. Generalised procedures for the
concise and non-dimensional representation of peak discharges and
times-to-peak in relation to physical factors have been
established, and nomographs have been produced for two specific
areas as examples of use in parameter optimisation and in
discharge prediction mode.

2. An investigation into the appropriate specification of
initial hillslope water conditions has been completed.
Mathematical and, to a greater extent, hydrological
considerations indicate the use of appropriate '‘run-in' times
before events of interest are introduced. Approximations to
initial saturated zone extent based on limited data have been
investigated, and effects of finite element mesh discretisation
taken into account.



3. Automatic optimisation techniques have been implemented for
the IHDM, and an analysis of the error function of the model is
under investigation, the structure of such error surfaces being
in general little known. This is to be combined with an analysis
of the correlation structure of model parameters, as a potential
aid to calibration procedures.

4. New modelling initiatives have taken the form of initial
attempts at partially-distributed formulations rather than (as
above) numerical solution of partial differential equations.
These have taken into account those elements shown in practice to
be important in the latter, whilst aiming for less complexity and
more efficient run times. These models may be seen as time-area
formulations with spatially and temporally different
distributions. Key problems at present are the use of a
manageable number of parameters, details of continuity and the
apparent unsuitability of some standard optimisation procedures.

Future strategies seen at present as important include (i) the
further exploration of partially-distributed physically-based
methodologies, (ii) the planned feasibility studies of the use of
the p.d.e.-type model in slope stability studies via the
prediction of pore water distributions, and (iii} discussion of
the role of and modifications to physically-based modelling in -
meeting the current widespread interest in environmental impact
assessment via large scale hydrological modelling.
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Effects of Spatially-Distributed Rainfall

on Runoff for a Conceptual Catchment

L.G. Watts and A. Calver
Institute of Hydrology, Wallingford, U.K.

A physically-based rainfall-runoff model is used to investigate effects of moving
storms on the runoff hydrograph of throughflow dominated idealised catch-
ments. Simulations arc undertaken varying the storm speed, direction, intensi-
ty, the part of the catchment affected by rainfall, and the spatial definition of
rainfall zones. For a 100 km? catchment, under the circumstances investigated,
an efficient spatial resolution of rainfall data is around 2.5 km along the path of
the storm. Storms moving downsiream produce earlier, higher peaks than do
storms moving upstream. Error is most likely to be introduced into lumped-
rainfall predictions for slower storm speeds, and the likely direction of this
crror can be specified. Differences in magnitude of peak response between
downstream and upstream storm directions reach a maximum at a storm speed
and direction similar 10 the average peak channel velocity. These results are
qualitatively similar to those reported for overland flow dominated catchments,
but differences in peak runoff between downstream and upstream storm direc-

tions are much smaller where rainfall inputs are modified by a period of hill-
slope throughflow.

Introduction

Distributed rainfall-runoff modecls offer the facility of incorporating precipitation
fields which vary over time and space. This paper uses a physically-based distri-
buted rainfall-runoff model to investigate systematically the effccts of moving
storm rainfall on the catchment hydrograph. Attention is focussed on conditions
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under which hillslope hydrographs are generated by throughflow, which subsc-
quently becomes lateral input to a channel nctwork. Hydrological effects of storm
parameters are discussed and certain guidelines suggested for the efficient incorpo-
ration of spatially distributed precipitation in modelling applications.

Ngirane-Katashaya and Wheater (1985) reported that there are few studies
quantifying the effects of storm characteristics on runoff response. Further, previ-
ous studies are almost exclusively of urban or overland flow dominated catch-
ments, partly because of the practical importance to urban storm drainage and
partly because the rapid response of an urban catchment is considered most sensi-
tive 10 variations in rainfall. The present study addresses the paucity of quantitative
studies on the effects of storm characteristics on throughflow dominated catch-
ments.

The effects of storm characteristics on channel network hydrographs have been
studied using mathematical models of synthetic catchments (for example, Ngirane-
Katashaya and Wheater 1985) and of real catchments (Niemczynowicz 1988), and
laboratory models (for example, Shen et af. 1974). Ngirane-Katashaya and Whea-
ter (1985) used a distributed runoff model with an idealised urban network to study
the effects of storm velocity, catchment area, storm direction and response para-
meters on the runoff hydrograph. Surkan (1974) examined a non-urban model, but
the only treatment of storage was by a specified delay time for release of water
from a subarea experiencing rainfall. Shen er al. (1974) developed a laboratory
model with an impervious basin to examine the effects of the intensity, duration,
velocity and non-uniform areal distribution of rainfall together with catchment
size, shape and slope. The main finding of all these studics was that peak discharge
from a storm moving downstream exceeds that from a storm moving upstream, but
that the degree of this “maximal directional bias™ (Niemczynowicz 1984) varies
greatly between siudies depending on catchment characteristics. Niemczynowicz
(1988), using data from the Lund area of Sweden, stressed the bencfits of using
storm movement parameters to complement inadequate rainfall data and, con-
versely, the problems in not incorporating such information.

Mcthodology

Mode! Description

The model used in the present investigations is the Institute of Hydrology Distri-
buted Model (IHDM). Details of the structure of this model are provided by Beven
et al. (1987). Essentially, surface and subsurface equations of flow arc solved
numerically for appropriate spatially-distributed hillsiope and channel components
of a catchment.
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Effective precipitation falling on a catchment hillslope component becomes
overland flow or enters soil moisture storage depending on the time-dependent
hydraulic conductivity and water content of the surface soil layers. Saturated and
unsaturated subsurface flow occur in a Darcian manncr. Taking into account mass

conservation, then

3, -2k 2.0 (1)

96 ]
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for unit width of hillslope, without source and sink terms, where x is the honzontal
distance from the drainage divide, z is the vertical elevation (above an arbitrary
datum), 1 is time, ¢ is hydraulic potential, 8 is the volumetric soil water content and
k, k. are hydraulic conductivities in the x, z dircctions respectively. With 0 ex-
pressed in terms of ¢, Eq. (1) is solved numerically for ¢ using a Galerkin finite
element method in the two space dimensions and a finite difference time stepping
scheme. Lateral contributions to the channel network from hillslope flow are calcu-
lated from the potential cxcess over saturation using the method of Lynch (1984).

Channel flow, comprising this lateral inflow, channel precipitation and any up-
stream input, is modelled as a kinematic wave, Thus

@, .20 (2)
Y

al:+c3—-cz,=r0

for unit width, where Q is discharge, y is down channel-distance, i the lateral inflow
rate per unit down-channeli length, and ¢ is the kinematic wave velocity, defined by
dQIdA, where A is cross-sectional arca of flow. Eq. (2) is solved by a finitc
difference scheme. Catchments are divided into appropriate hillslope and channel
components and the calculations undertaken in a downstream sequence.

Catchment Geometry and Physical Parameters
The sensitivity of the model to spatiaily-distributed rainfall was tested for the
idealised channe! network of Fig. 1a in which the relationship between distance up
the channel network from the outflow point and the number of contributing
channels at that distance is close to linear. To reduce computation costs, it was
assumed that each channe! received contributions from two hillslopes of identical
geometry. Since different rainfall distributions were assigned to different zones
within the catchment (see below), this atlowed the use of just one hillslope simula-
tion to represent cach distinct rainfall zone.

The dimensions of the hillslope componeats of the model were defined by refer-
ence to the number of similar channel reaches in an assumed 100 km’ drainage

" area: each hillslope plane was 1,000 m in length along the channel and 1,136 m

from channe! to divide with a gradient of 0.09. The planc was discretised using 6
nodes vertically and 308 nodes horizontally. The vertical element dimension was
0.2 m throughout. The horizontal ¢lement dimensions increased, with ratio 1.1,
from 0.2 m ncar the channel to a maximum of 4.0 m towards the divide.
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a.
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v 4 1 km
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Fig. L. a) Channel network. b) Modilied channe! network.

This scale is one at which significant differences in the time of response of
different parts of the catchment may be expected, whilst also being a scale at which
a substantial proportion of the catchment is likely to be subject to a particular
storm, such that hillslopes are involved in hydrograph generation rather than mere-
ly providing a baseflow contribution to a channel floodwave routed through a
network.

Investigation of effects of storm characternistics can be undertaken for a range of
values of physical properties of hilislopes and channels. It was felt most appropri-
ate, in a concise study, to concentrate on typical, non-extreme parameter values,
representative of humid temperate landscapes. Thesc values were selected on the
basis of general hydrological experience together with information from previous
modelling using the IHDM (sce, for example, Calver 1988).

The soil was assumed to be uniform in physical properties, to have a constant
depth of 1.0 m and to overlic impermeatle bedrock. A porosity of 0.4 was assumed
and the soil moisture characteristic and relationship of hydraulic conductivity to
unsaturated pressure potential were defined as those of a medium texture loam
(Clapp and Hornberger 1978). Saturated hydraulic conductivity &, can vary, in
measurement and in model calibration, over a very large range. Since the model
has been seen to be very sensitive to this parameter, two values of saturated
hydraulic conductivity were employed, varying by an order of magnitude, namely
0.1 and 1.0 m hr™'; these values of k, were applied in both x and z directions. The

4
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initial pressure potential on the hillslope was set everywhere at —0.3 m water,
which defined an initial water content of 36 % by volume and a hydraulic conduc-
livity of approximately one third of the saturated value. Sufficient simulation run-
in time was ailowed for the establishment of steady numerical and hydrological
conditions. ,

The lengths of channel reaches and their linkages followed from the overall
network configuration. Each channel was discretised by 51 ¢quidistant nodes along
a 1,000 m length. Channel slope was standardised at 0.02, the channel cross-section
was rectangular with a width of 1.0 m, and the rating curve was of the form

0-1"80‘5‘1'5 {3)

where s is slope and r a roughness cocfficient, here set at 50,000 hr~'. Over the

range of discharge of interest here this is cquivalent to a Manning’s n value of
0.035.

Storm Characteristics

For a given storm a constant intensity was maintained for a particular duration.
Intensities were taken as representing effective precipitation. For much of the
United Kingdom, a I hr duration storm with a return period of 5 years has a typical
intensity of 0.02 m hr™' (Natural Environment Rescarch Council 1975). For the
present study intensitics varying between 0.002 and 0.02 m hr™' were considercd.
Storm duration was taken as equal to 100 time steps except where duration was
varied with intensity to ensure constant total rainfail. Time steps were of 50 se-
conds duration, as explained below.

In a study of storms in the United Kingdom, Marshall (1980) found that 86 % of
storms had speeds of less than 16.7 m s™'. It is intuitive, and confirmed in this
study, that sensitivity of runoff to storm direction decreases at high storm speeds.
For these reasons, storm speeds of 1, 2 and 10 m s™" were investigated.

The present study investigated the degree of subdivision of a catchment into
zones of like time-distribution of rainfall necessary to reasonably represent real
storm characteristics. In cach zonation scheme, subdivision was on the basis of
zonation perpendicular to storm direction, an equal number of plane and channel
components being assigned to cach zone. Storm movement was simulated by dis-
placing the time of onsct of rainfall for subsequent zones with respect 1o the time of
storm arrival for the first zone,

An analysis of effects of spatially distnbuted rainfall was also performed on a
smaller catchment area of | km? for which subdivision into 2 zones was thought
sufficicnt. Plan dimensions in this casc were reduced by a factor of 10. A model
time step of 50 seconds was dictated by the travel time between the centres of the 2
zones of the small catchment, 500 m apart, for the fast storm of 10 m s™*. This small
time step was utilised for both catchment areas from the onset of rainfall. How-
ever, prior to rainfall a larger time step of 0.5 hr was sufficient for solution stability.
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Fig. 2. Catchment hydrographs for different storm directions.

Resuits

Hillslope Water Content and Hydrograph Response
For the 100 km? catchment, the storm of 0.002 m hr-!
of 50 seconds duration promaotes a rise from 0.27 1o 0.
tion at the base of the soil profile. In the ¢
on the hilislope increases slightly over the
"' case, which promotes greater dis
creases slightly.

Fig. 2 shows the hydrographs at the netw

hr™! case with the | m s™! storm speed. The high baseflow component, typical of
subsurface flow dominated catchments, is apparent. The k, = 1.0 m hrt
generated a bascflow of 4,487 m3 hr='.

intensity and 100 time steps
30 min the depth of satura-
ascofk, = 0.1 m hr™', 1otal water storage
course of the simulation: for the k,=1.0
charges, overall slope water content de-

ork outflow point for the k,=0.1m

case
The rainfall-induced rise in the hydrograph

ction, due to proximity to the outflow point

¢ downstream storm direction because rain-
fall begins at the furthest point from the outflow.

Discretisation ot Catchment Raintall

In order to establish an appropriatec number of zones required for spatially-distri-
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Fig. 3. Effects of number of rainfall zoncs on peak discharge and time to peak.

buted rainfall representation, simulations werc performed to determine the ime to
peak 1, and peak discharge Q. for catchment subdivisions into 1, 2, 4 and 11
zones. The time to peak was defined as the time from the centre of gravity of the
storm, considering the rainfall in all zones. Results are presented in Fig. 3 for the
slower storm of t m s™', with 0.002 m hr™' intensity and 100 time steps duration,
which generates larger differences in 1, and Q,, than the faster storms.

The magnitude and timing of peaks tend to approach constant values as the
number of zones incrcases, for both downstream and upstream storm directions.
Peaks for the downstream storm direction arc both carlier and higher because the
flow peak generated by rain falling in the upstream part of the catchment arrives in
the downstream part of the catchment as peaks gencrated by rain falling in the
downstrcam part of the catchment are occurring, and thus flows are augmented.
Peaks for k, = 1.0 m hr™" are carlier and higher than for k, = 0.1 m hr™' becausc
the higher conductivity promotes the rapid removal of a greater volume of water
from hillslope storage. These results suggest that for this size of catchment the use
of 4 zones provides an efficient representation of the tracking of a storm. Subsc-
quent simulations were thus performed using the 4 zones scheme.

7
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Fig. 4. Effects of storm velocity on peak discharge and time to peak. Arrows against
vertical axes indicate lumped rainfall results.

Effects of Storm Velocity

Fig. 4 shows the effect of storm velocity on 1, and @k As storm speed increases.,
the differences in 4

« and O, between downstream and upstream storm directions
decrease and converge on the results of the 1 zone simulations of catchment-
lumped rainfall.

Fork,=10mhr, a greater difference in Q.+ between upstream and down-
stream storm directions occurs for the 2 m s~ storm compared with either the I m
s”'or 10 m 5! storm speeds. The 2 m s™" storm produced a mean cross-sectional
velocity, averaged down the main channel, of around 2.1 m s™'. For k, =0.1m
hr™!, the greatest difference in Qpx between upstream and downstream storm direc-
tions occurs for a storm speed less than 1 m s~ (Fig. 4). A further simulation
showed that 2 0.5 m s™' storm gencrated an averaged peak in mean cross-sectional
velocity down the main channel of around 0.54 m s™'. These results suggest that a
storm speed which promotes a large difference between pcaks gencrated by up-

8
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strcam and downstream storm directions is similar in magnitude to the average
channel velocity. This effcct is the “maximal directional bias" referred to by
Niemczynowicz (1984).

On the smaller catchment area of 1 km’, for the 1 m 57" storm and for both k,
values, there was little difference in 1, and negligible difference in Q,, for down-
stream comparcd with upstream storm directions.

To investigate the effect of a different network on model results, the original
network was modified by repositioning channels closer to the outflow point (Fig.
1b). For the 1 m s™' storm, differences in 1, and Q,, between the two networks for
a given storm direction were almost an order of magnitude smaller than the
differences in ,, and Q,, between storm directions for either network.

Effects of Storm Intensity

Fig. 5 shows results of investigating cffects of a range of intensitics of moving storm
rainfall, using the t m s™' storm velocity since this showed greatest differences for
different storm directions. In Fig. 5a the same storm rainfall total is maintained as
in the previous simulations whilst intensity and thercfore duration are changed,
whereas in Fig. Sb the same duration is maintained whilst intensity and therefore
rainfall total are varied.

Fig. 5a suggests a maximum value of peak discharge is approached at a decreas-
ing rate as intensity is increased. Differences in peak flow between upstream and
downstream storm directions are maintained over the intensity range. Time to
peak is little alicred by varying intensity.

In Fig. 5b increasing intensity is associated with an increase in peak discharge at
a slightly increasing rate over the range considered. Differences in peak discharge
for upstream and downstream storm directions are increased with increasing inten-
sity. The time to pecak maintains a roughly constant difference between upstream
and downstream storm directions over the range of intensity. The difference in
behaviour between the two hydraulic conductivity cases appears to reflect a limit
on the trend towards greater rates of water input to the hillslope shortening the
time to peak response: this limit appears to have already been reached at a relative-
ly low rainfall intensity under conditions of generally faster water movement of the
higher conductivity case.

Effects of Spatial Extent of Sterm

Spatial variation not only in the timing of an event across a catchment but also in
total rainfall was investigated. The same intensity and duration of storm rainfall
was cmployed as in the majority of the above simulations (that is, 0.002 m hr ™! for
100 time steps) with a 1 m s™' storm velocity. This was applicd to 50% of the
catchment, the particular 50 % being distributed in a vanety of locations with
respect to network orientation and storm direction (Fig. 6). Total water input into
the catchment is thus halved compared with most carlier simulations, while the

9
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Fig. 5. Effects of rainfall intensities on peak discharge and time to peak.
a) Constant rainfall total, b} Constant rainfall duration.
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Fig. 6. Effects on peak discharge and ti ne to peak of rainfall affecting specific half-caich-
ment areas,

hilislope discharge hydrograph is unchanged for those areas which reccive rainfall.

The rise above baseflow for storms affecting half the catchment is a little over
half the rise for storms affecting the whole catchment. Timing of peak is earlier for
half-catchment storms than whole-catchment storms for k, = 1.Om hr™' and is

either carlier or later for k, = 0.1 m hr ™", depending on which half of the catchment
is affected.

14
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For storms affecting half of the catchment (Fig. 6), downstream storm directions
{cases 1 and 2) promote higher peaks than do upstrcam storm directions (cases 6
and 7). The different distribution of channel links to the main channel in central
and side halves does not produce a simple reiationship between position of half-
catchment receiving rain and the magnitude of the pcak response. The cross-
catchment storm direction shows peak discharges intermediate between upstream
and downstream storm directions for centraj and upper-caichment halves (cases 3
and 4), but for the lower-catchment half (case 5) the peak flow is very similar to the
upstrecam storm direction case. A small increase in peak is noted for storm loca-
tions further from the catchment outfall because augmentation of peak flows from
each of the four rainfall zones occurs for the upper-catchment rainfall casc but not
for the lower-catchment rainfall case,

The time to peak discharge for the half-catchment storms is shorter for down-
stream than upstream storm directions, as with the full-catchment storms, and
times to peak for k, = 0.1 m hr™' are generally longer than for k, = 1.0 m hr-'.

For a given storm dircction, the central half cases consistently produce slightly

quicker responses than the side halves because of the more numerous shorter
routes to the main channel in the former cas

¢. For the cross-catchment storm
dircction,

times to peak vary considerably with the location of the 50% of the
catchment recciving rain since there are greater differences in channel hnkages to
the catchment outfall for the cruss-catchment storm direction than for the u

pstream
or downstream storm directions.

Concluding Remarks

The key findings of this study are summarised below, bearing in mind that any
Investigation using a specific model and specific parameter values should acknow-
ledge limitations on the gencrality of its conclusions.

For the 100 km” drainage area considered, pecak discharge for the downstream
storm direction was earlier and higher than for the upstream storm direction, with
the cross-catchment storm directions generating intermediats results. Qualitative-
ly, directional differences were maintained over a range of intensities and precipi-
tation totals. For storms occurring on only part of the catchment, the same trends
were seen, but with complications introduced by the particular area of catchment
concerned.

For a 0.002 m hr™' storm of 1.4 hr duration the maximum difference in storm
hydrograph rise above basefiow between upstream and downstream storm diree-
tions occurred at a storm speed of 0.5 m s™' and gave a 22 % difference {cxpressed
as a percentage of upstream storm direction rise) for the lower hydrautic conductiv-
ity case (k, = 0.1 m he™'). For the higher conductivity (k, = 1.0 m he™') and

12
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gencrally higher flow case, the corresponding storm speed was 1.0 m s™' and the
difference was 299%. As storm speed increased, peak and time to peak values
converged towards values obtained for the catchment-lumped rainfall case. The
differences between upstream and downstream storm directions are much lower
than for most overland flow dominated studies: though the results are qualitatively
similar, precipitation variability is considerably filtered by subsurface hillslope
flow.

For a 1 km? catchment the above effects of distributed precipitation are very
greatly reduced. It may be cxpected in general that storm characteristics have more
scope for affecting the runoff hydrograph in larger catchments, though there would
appear to be a limit to this process at a scale at which only a small part of a
catchment is likely to be directly affected by the rainstorm.

If distributed precipitation data are not available in runoff prediction and catch-
ment-lumped data are used, error is most likely to arise in the case of the lower
storm speeds. For the case of the lumped data being of the same precipitation
intensity and same total catchment rainfall, the dircction of error is most likely to
be an underprediction of peak discharge and overprediction of time to peak in the
case of storms moving downstrecam, and an overprediction of peak discharge and
underprediction of time to peak for upstream or cross-catchment storm directions.
It is appreciated that variations in catchment geometry and physical parameters
may in cases outweigh thesc considerations.

For convective rainfall, the finest available definition of rainfall may be desirable
for modelling. For the scale, hydrological environment and frontal regimes consi-
dered here, it appears desirable to take account of distributed rainfall data at a
resolution of about 2.5 km in the direction of storm movement. There is not a great
deal of predictive gain, and there may be considerable disadvantage in computa-
tional effort, 1o include precipitation data to a finer resolution for catchments at
this scale. Since a 2 km gnd resolution is commonly used for deriving rainfall data
from radar measurement, these investigations underline the potential benefit of
complementing hydrograph prediction using physically-based models with radar-
denved precipitation fields.
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Changing Responses in Hydrology: Assessing the Uncertainty
in Physically Based Model Predictions
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A. CALVER AND L. G. WaTTS
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Duc to the large number of model parameters requiring calibration and their inherent uncertainty,
the practical application of physically based hydrologic models is nol a struightforward task and yel
has received inadequate atiention in the literature. This work investigates the determination and
usefulness of a measure of predictive uncenainty in a particular distributed physically based model.
using the methods of Rosenblueth (1975) and Monte Carlo simulation. in an application to an upland
caichment in Wales. An examination of the role of predictive uncertainty in assessing the hydrological
effect of land use change is also made. The results of the study suggest that, even following parameter
constraint through calibration, the predictive uncertainly may be high and can be sensitive to the

effects of land use change,

INTRODUCTION

Physically based distributed models offer the capability, in
theory, of predicting the response of caltchments based on
knowledge of a catchment’s physical properties. In princi-
ple, such models can be calibrated on the basis of field
measurements alone, allowing prediction of the hydrological
responses of ungauged catchments and of the changing
responses resulting from changes in land characteristics
(Beven and O'Connell. 1982). In practice, however, there
are many problems associated with calibration on the basis
of ficld measured parameters. Many of the currently avail-
able distributed models are variants on the siructure pro-
poscd by Freeze and Harlan [1969] in which descriptive
partial differential equations for the different low processes
are solved by approximate numerical methods using a dis-
crele representation of the catchment as a finite difference or
finite element grid. Parameler values are required by the
models at every grid clement and. for a solution that is stable
and convergent with the original differential equation, a large
number of grid clements may be required. Thus, the number
of parameter values required is far too great for determina-
lion by experiment, even on inlensively monitored research
catchments. Indeed, in most cases. the experimental tech-
niques to measure or estimate Lthe purameler values at the
scile of the grid element do not exist (see discussion of
Beven [1989)). The common approach to applying physically
based models 15 to treat the model in & sinmlar manner to
lumped conceptual models and perform some calibrition
procedure over a number of observed evenls fe.g.. Barhurse,
1986]). Computational considerations may require that the
length of the calibration period is small. Such calibration
may also be used Lo compensate for errors in the observed
input datiy and discharges, poorly known houndary condi-
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tions and unknown spatial heterogeneity effects, and imper-
fect process approximation by the model equations [see
Stephenson and Frecze, 1974).

The calibration of physically based models is not a
straightforward task due to the large number of model
parameters involved and the computational requirements of
making multiple runs of such models. A set of calibrated
parameters will generally represent one possible combina-
tion that, in conjunction with the particular model structure
and solution scheme used. produces a response similar to
that observed. It is unlikely that, for a particular model
structure, this set of values is unique in this respect. Also, it
should not be expected that this set of parameter values will
give equally good results when used with a different model
structure, even though the model may purport to solve the
same cquations and the model parameters may have the
same names.

Physically bused models are best suited to research appli-
cations, in which they are used to explore the implications of
making different assumptions about the nature of hydrolog-
ical systems. They are less well suited to exploring the
implications of making different assumptions about the na-
ture of specific hydrological systems, and possible future
changes to a system. There are. however, increasing require-
ments {or such predicions and cuerrent physically based
models are already being used inthis way. 1t 1s our view that
in carrying out such studies, the predictions of the model
must be associated with a realistic assessment of the uncer-
Lainty arising from problems of model calibration.

Thus paper continucs the carlier work of Rogers et al.
FI985] by investigating the determination and usefulness of
predictive uncertiuntly in the Institute of Hydrology distrib-
uted mode {IH DM} in an apphcation 1o an upland catchment
1 Wales. An examination of two methods lor estimating
predictive uncertainty is made logether with o case study of
using the level of uncertainty o assess predictions of chang-
ing hydrological responses as a result of changes in land usc.
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TABLE 1. Storm Charucieristics for the Gwy Calchment storage over time bheing calculated from v modified Rutter
Totnd Moximomn Peak interception model [Rutser eral.. 1971).
Rainfull, Imensity, Flow,
Storm Dale mm mmh™! m's™! DESCRIPTION OF THE STUDY CATCHMENT
| Nov. 17-19, 1981 80,51 9.17 8.0 AND MODEL CALIIRATION
2 Dec. 8-10. 1983 Y823 8.72 7.2 The Gwy catchment at the head of the River Wye in
3 Jan. 27-29. 1943 .44 R0 6.1 central Wales has a drainage area of 3.9 km”. It is an upland
4 Oct. 5-7, 1980 94.7% 13,34 10.5 . . ;
s Jun. 13-15. 1981 74,91 .56 8.3 arca of impermeable pcdrock. prcdumm;ml!y shalllow soils
6 Feb. 11-13. 1976 107.2% 10.43 85 and grassland vegetation where stcamflow is derived from
7 Nov. 17-19, 1978 12418 R.74 1.6 throughflow, natural soil pipe flow and some overland flow.
g Aug. 5-7, 1973 121.77 25.66 168°  The Gwy has a largely complete flow record since 1973.
eestimated Catchment rainfall has been gauged since 1973 and an

INSTITUTE OF HyDROLOGY DISTRIBUTED MODEL

The Institute of Hydrology distributed medel, version 4
(IHDM4) employs cstablished low equations in a linked and
spatially distributed manner 10 cover the range of runoff
processes in a catchment. A catchment is represented as a
number of hillslope planes and channe] reaches. Surface
flows on each hilislope and stream channel flow are modeled
in a one-dimensional sense by a kinemalic wave equation
solved by a finite difference scheme. Subsurface flow, both
saturated and unsaturated, is modeled by the Richards
equation, incorporating Darcy's law and mass conservation
considerations. It is solved by a two-dimensional (vertical
slice) Galerkin finite element scheme with allowance for
varying slope widths and slope angles to account for slope
convexity/concavity and convergence/divergence. Linkages
are made between the different flow types: Hillslope over-
land flow can arise from saturation cxcess and/or infiltration
excess of the soil material, and saturaied zones within the
soil of the lower hillslopes provide luteral low contributions
10 the strcam system. FFull details of the 1HDM4 structure
arc given by Beven er al. [1987). We note in passing that the
carlier work of Rogers et al. [1985) used version 3 of the
ITHDM in which hillslope geometry was less flexibly defined
and where the subsurface low equation was soived by finite
difference methods. A greater proportion of modeled flow in
the example uscd for the IHDM3 Rosenblueth [1975] analy-
sis was surface flow than is Lthe case in the current study
using IHDM4 (sce below). .

Effective precipitation input into the IHDM is provided by
a preprogram [Waurs, 1988, the first part of which modifies
automatic weather station (AWS) data into a form consistent
with spatial differences in slopc, altitude and aspect through-
oul a caichment. The second part of the preprogram models
the processes of interception, cvapolranspiration, snowmelt
and throughfall, though not stemflow. Polential evapotrans-
piration is determined using a Penman-Monteith equation
IManreith, 1965]. Evaporation of intercepted water is calcu-
lated from vegetation characleristics, changes in canopy

automatic weather station has been operative nearby from
1975. In using the ITHDM on the Gwy catchment, the
drainage area was divided into five scctions of hillslope and °
three reaches of channel for which lows were individually
and sequentially modeled. The topographic configuration
was derived from a |:5000 survey. Grids of calculation
points for numerical solutions were chosen for efficient
discharge prediction [Calver and Wood, 1989).

Five events of recurrence interval between | and 10 years
were used as calibration storms: three further storms were
used as test events (see Table 1). The shapes of the rising and
falling limbs of the calibration hydrographs were not neces-
sarily simple. No periods of snowfall or snow cover were
considered in the calibration or validation events. For the
Gwy catchment the nearest AWS 15 at Eisteddfa Gung
{clevation 510 m, approximately 1.5 km distant from the
Gwy). A complete AWS data set was available from Eisted-
dfa Gurig for storms 2, 3, 4 and 6. However, for storms 1, 5.
and 7 the Eisteddfa Gurig AWS data sets were incomplete
and data from Cefn Brwyn AWS (clcvation 355 m, approx-
imately 2.8 km distant from the Gwy) were used instead.
Rainfall data were avaitable from a gauge in the Gwy
catchment and were used in preference to AWS rainfall
records.

Interception and evapotranspiration losses calculated by
the preprogram ranged from <1% to 13% and were com-
monly, for the winter storms, <3%. The vegetation in the
Gwy catchment is predominantly grassland and was repre-
sented by the grass parameters shown in Table 2; these
values are based on the work of Calder [1977) and Ruiter and
Morton {1977].

Physically based models such as the IHDM require a large
number of parameter values to be calibrated in applications
o real catchments, even where simplifying assumptions
(such as homogencous, isotropic soil characteristics) are
made to reduce those requirements. Sensttivity analysis.
however, suggests that the simulations are very much more
sensitive 10 some parameters than to others [e.g., Rogers et
al., 1985; Calver, 1988]. This knowledge has been used to
reduce the parameler optimization problem, so that only
four paramelers were calibrated by comparing observed and

TABLE 2 THDM Preprogram Parameters for Grass and Forest
Vegetuhon Interception L.eal Acrodynamuc  Rutier Rutter
Lasrud Heaght. CGround Capacity, Acea Roughness h, L
Use m Cover mm Index  Albedo Length, m mm mmh !
Grass ol 09 1.0 1.0 12 0.01 .00 0.0342
l:(i(csl 10,0 0.v2 2.0 2.0 [LN] 0.30 1.76 0.0162
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Fig. 1. Calibrated and observed outflow rales for storm 2.
Dashed line indicates model prediction, solid line indicates observed
hydrograph.

simulated discharges, while the other parameters required
were fixed on the basis of field estimates. The spatia)
distribution of the four parameters was considered uniform;
thus the parameters represent effective values for the model.
The parameters calibrated in this way were the saturated
hydraulic conductivity (K, ). the saturated moisture content
(6,), the initial capillary potential of the soil (¢,.) and an
overland flow roughness coefficicnt (/). Initial soil moisture
potential, though not strictly a parameter in this sense, was
similarly optimized in the absence of observations. The use
of automatic optimization techniques in calibrating physi-
cally based models of this type is normally precluded by the
compuler run times required. Calibration of the IHDM was
therefore undertaken based on previous expericnce of the
use of the model in similar physical environmenis and on
hydrological reasoning on inspection of interim results. A
least squares error function was used, namely, the sum of
squares of the difference beiween observed and predicted
catchment outflow at half-hourly intervals. An example of
calibrated and observed response for event 2 is shown in
Figure .

The relative goodness of fit for the calculation storms
expressed as a root mean squarc ¢rror is shown in Table 3,

These are at a similar level to those oblained using the
lumped conceptual isolated ¢vent model [Natural Environ-
ment Researcl Councif, 1975), with parameters optimized
using an automatic search rowtine {unpublished Institute of
Hydrology data). Inspection of the interim moisture contents
and slope water flows of the calibration evenis shows that in
times of slorm response up to some 805 of the channel
discharge is contributed by the overland flow kinematic
wave modeling, whereas base flows are predominantly or
totally derived from subsurface porous medium flow. Field
cxperience suggests that the kinematic wave Aow should
therefore be scen as approximating the contribution not only
of overland flow but also of quick subsurface flow through
soil pipes and/or through macropores in gencral. Tt appears
that the small rainfall prior 10 the bulk of storms 3 and $ is
not cnough to trigger the model’'s quick response which, if
rainfall intensity s insufficient to invoke infltration excess
overland flow, relies on some degree of near-surface satura-
tion promoting saturation excess overland flow. Macropore
flow and fast subsurface responses in the ficld can of course
occur without this near-surface saturation.

The very large runoff event of August 5. 1973 (storm 8)
was of a magnitude which caused some geomorphological
changes to hillslopes and channels. Its return period has
been estimated at 50-100 years using the flood studies report
(Natural Environment Rescarch Council, 1975] regional
frequency curve for Wales (N. W. Arncll. personal commu-
nication, 1987). On the basis of the Gwy catchment record
alonc, which is deemed inadequale in this context, a recur-
rence interval in cxcess of 1000 years is indicated. Stage
cstimates at the Gwy gauging site have been considered
unrehiable at the height of the event but peak Row near the
flume was estimated by a slope-arca method as 16.87 m? s~!
[Newson, 1975). This estimate assumed some overbank as
well as channel flow. This is not overbank flow in the sense
of extension over a flood plain but low against the lower part
of hilislopes abutting the channel. No adjustments of channel
or hillslope geomeltry were made when using the model on
this event. Wet “*winter™" initial conditions were used since
precipitation had been heavy prior (o the main eainfall event.
Recorded rainfall data were used as such. without the use of
the preprogram, because of the absence of data to run the
preprogram appropriately and the expectlation that effective

TABLE 3. Calibrated tHDM Parameters for Storms 1-5
Raot Mean
K., /. Square Error,
Storm mh? @, By M m®3 p-! mt !
] s 0.25 ~-0.18 3000 0.394
2 0.35 30 -0.18 . 1 500 0.345
3 1.5¢ 0.50 -0.18 3500 0.598
4 (.90 0.30 -0.15 4000 0,426
b 1.20 035 -0.12 7000 (. SuR
K. IR
tl'lh"' o, ¢’mvm mUSh I
Mcun 8.+ 0,34 -0.162 IR0
Standard 01.427 0,086 0.024 | BiM
deviation
Minimum 0.1 0.20 -0.274 104}
Maximum 1.77 0,48 -0.500 7500
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TABLE 4. Covariance Matrix for Calibrated IHDM Parameters for Storms 1-%
K.mh! W, m fom" !

K, mh™' 0.182 0.0314 378 x 107° 4730

o, 0.0314 7.40 x 107" -1.20 x 107! 8.0

Y. M 378 x 107" -1.20 x 107! 576 x 1074 9.6

fim® ! 473.0 28.0 9.6 3.26 x 10°
precipitation was a very high proportion of measured rain- ¥ § R LIy P I S S M

falt.

EVALUATION OF PREDICTIVE UNCERTAINTY

From the calibration exercise described above, mean
paramcter values were calculated together with their respec-
tive standard deviations as an estimate of model parameter
uncertainty conditioned on the calibration (see Table 3).
Parameter uncertainty assessed in this way reflects all
sources of error in the modeling process, for the range of
cvents considered, including errors resulting from the model
structure and observation errors, and the calibration proce-
dures followed. For example, in the procedure used here,
based upon physical reasoning in conjunction with a least
squares error criterion, the paramerter sets show a tendency
to emphasize matching of the rising limb and peak flow of
cach hydrograph, with less weight given to the recession
ltmb.

Duc to the necessarily small sample of calibration storms
and lack of information suggesting otherwise, the parameiers
were assumed to belong to normal distributions described by
the mean and covariance matrix (see Table 4), with distri-
bulion tails removed below and above minimum and maxi-
mum paramcter values, respectively (see Table 3). The
minimum and maximum values were chosen on the basis of
past modeling experience to prevent choices ‘of unrealistic
values in evaluating model uncertainty.

Various methods exist for ohtaining the vanability of a
response function (in this case the IHDM) given the range of
function parameters. Methods based on Taylor series trun-
cation impose restrictions on the response function (for
cxample, continuily of derivatives), and evaluation of deriv-
atives, by either numerical or analytical means. is required.
A less restrictive method, Monte Carlo simulation, involves
making a large number of realizations of parameter values
and thus medel responses, Monie Carlo simulation has a
number of advantages for problems such as that addressed
here. In particular, the technique is readily understood.
preserves the nonlincar interactions of the parameters within
the model calculations, and is not dependent upon limiling
assumplions about an appropriate distribution of parameter
values. However, in that it requires a lurge number of
simulations, the approach is computationally intensive in the
casc of physically based modeling.

For this reason Rogers ¢t al. [1985] adopted the method of
Rosenblueth [1975] for their study. Rosenblucth’s method
has also been used by Guymon et al . {1981] in a probabilistic-
dcterminestic analysis of frost heave. Guymon et al. state a
generalized form of Roscnblucth’s methad. which may be
wrillen ay

l
’:‘[()')N] = —[{QOoq .-

7 DY, )

B 1 P
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where E[(y)™] is the cxpecied value of the Nth moment of
function y, m is the number of parameters, (y, ., ... o)™
indicates the Nth moment of the function evaluated with the
m parameters at either mean plus (+) or mean minus (-} |
standard deviation and the function ¢ is defined in terms of
the corrclation matrix p as

",

i - m= 1 + Z Z g‘h'ag,hpg.h

gl bl

where
b,s=0 g=nh
Soa=1 g<h

and ¢' and h’ are ~1 or +1 depending on the sign of the
permutation of the g function subscript; for example,

Gee-s=ltpp=—pu+tpua—pPn+tou-Pu

Roscnblueth’s method, therefore. allows the approximate
determination of mean and variance of the response to be
made from knowledge of the simulated responses using
mean x| standard deviation values for each parameter. The
method requires 2™ simulations. where m is the number of
parameters, and thus usually requires considerably less
computer time than the Monte Carlo approach. where sev-
cral hundred simulations may sometimes be necessary.

Comparison of Monte Carlo and Rosenblueth Methods

In order to compare the Monte Carlo and Rosenblueth
methods a series of IHDM simulations were carried out for
all events. Tests were performed to delermine the sensitivity
of results to the number of Monte Carlo simulations, from
which it was observed that hile gain in accuracy was
obtained using more than 500 realizations. In Figure 2 a
companison of the mean and 95% confidence limits {mean =2
standard deviations) is made for the two methods, for event
1. The mean responses are virtually identical: however, for
all events it was noted that the method of Rosenblueth tends
to underestimate the variance of predictions. Nevertheless,
considering the nonlinearity of the response function and
that, for this study, Monte Carlo simulation requires over 30
tmes more computational effort. the results supgest that
Rosenblueth’s method serves as an eflicient initial indicator
of the magnitude of uncertainty.

Validity of Uncertainty Estimation

The nonlincar nature of the simulated hydrological re-
sponses also gives rise 10 a problem of representation of
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of: = simulation the distribution is rcasonably symmetrical. The
o v 24 8 42 60 12 skewness is thought to reflect a tendency toward a maximum
Time thv) predictable runoff intensity for a particular rainstorm. Simi-
o lar behavior was obscrved for all events considered and
Fig. 2. (a) Hourly rainfall distribution for storm 1. (5} Predic-

live uncertainty using Monte Carlo simulation. {¢) Predictive uncer-
tainty using Rosenblucth's method. Solid line indicates mean flow,
dashed lines indicate mean =2 standard deviations.

predictive uncertainty for both methods. The Rosenblueth
method estimates, for every time step, a mean and vanance
for the predicted responses. The Monte Carlo simulations
¢an be analyzed to yield the same information. The uncer-
tainties shown in Figure 2 are based on these estimaltes.
There is an implicit assumption in such an analysis that the
distribution of the unccrtain responses is normal at all time
steps. The Monte Carlo simulations suggest that the assump-
tion of normality is not justified for these simulations. One
result of this is that the calculated lower 95% confidence
limit (-2 standard deviations) will often be negative. To
avoid this problem, the range of predictions in the remainder
of this section have been calculated based on 1he rejection of
the upper and lower 5% of the simulations, rather than using
varance estimation which assumes knowledge of the distri-
bution of responses.

Figures 3 and 4 show the predicted range and observed
responses calculated on this basis for events 1 and 3,
respectively. As cvents 1-5 are treated as calibration events
one would hope that the predictive range of outflows enve-
lopes the observed hydrograph. This, however, was not seen
to be true throughout the entire simulation period for the two
storms considered (events | and 3).

it should perhaps be pointed out at this stage that it is
recognized that the observed flow is also associated with
some degree of uncertainty. The measurement ersor for the
Gwy flows is unknown, but may be of the order of 5-10% for
all but the most extreme Aow conditions. Pragmatism dic-
tates that we accept the quality-checked flow data for the
catchment as the best available estimate.

The time variability of the distribution of catchment out-
flows computed by the Monte Carlo simulations is shown in
Figure 5 for cvent 3. At the time of peak of the mean flow the
distribution is highly skewed, whereas at the end of the

22

serves o support the use of 5 and 95 percentile limits as
described above.

Storms 6 and 7 were considered as validation events and
were within the range of magnitudes of the calibration
events. Figures 6 and 7 show the 5% and 95% limits of the
Monte Carlo simulations for events 6 and 7, respectively,
together with the observed hydrographs. For both events the
observed responses lie within the uncertainty envelope for a
great proportion of the simulation period, the magnitude of
any discrepancies being minimal, It is interesting lo note,
however, the position of the obscrved hydrograph relative to
the uncertainty bounds for event 6. On the recession limb the
obscrved response is similar to the lower uncertainty
bounds, whereas during the rising limbs of the hydrograph
the upper uncertainty limits ar¢ more characteristic of the
observed flow. Similar behavior can be seen for the calibra-
tion events 1 and 3 in Figures 3 and 4, respectively, and
reinforces the need for incorporating a predictive uncer-
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Fig. 4. Prediclive uncertainty for storm 3 using Monte Carlo

simulation. Solid linc indiciates observed flow, dashed lines indicate
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tainty framework within any physically based modeling
methodology.

As can be seen from Table 1, storm 8§ has a considerably
higher peak flow than the events used for the calibration
sequence and thus provides a more stringent validation test
than the hydrographs of storms 6 and 7. Although measure-
ments of catchment outflow are not available for the entire
period of storm 8, the data obtained describe the main period
of interest inadequately, including the peak flow rate. Figure
8 shows the position of the observed hydrograph tn relation
1o the predictive uncertainty bounds. The observed flow
ratcs comparc favorably with the predictive range, parlicu-
larly in respect of the limited number of the calibrated
sequence of events. As noted earlier, the observed outflow
tends to be closer to the lower uncertainly bound during the
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Fig. 6. Predictive uncenainty for storm 6 using Monte Carlo

simulation. Solid line indicates obscrved flow, dushed hines indicale
5% and 95% simulation limils.
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Fig. 7. Predictive uncertainty for slorm 7 using Monte Carlo
simulation. Solid line indicates observed flow, dashed lines indicale
5% and 95% simulation limits.

later recession periods and closer to the upper hmit during
the wetting period.

EFFECT OF LAND Ust CHANGE ON PREDICTIVE
UNCERTAINTY

The Gwy catchment expeniment is part of a long-term
study carried out by the Instilule of Hydrology into the
effects of afforestation and deforestation on hydrological
responses [see Calder and Newson, 1979, Here, we address
the problem of attempiing to predict the effect of afforesta-
tion on the grassland Gwy calchment. Many catchment
charactenstics change as a result of afforestation, particu-
larly where the planting of trees 1s associated with artificial
drainage and road buiiding. as is common in upland Bntain.
It is difficult to assess the effect of such changes on the
parameters of a physically based model a priori, but it should
be expected that the uncertainty bounds associated with the
predictions should increase, relative to predictions for a
calibrated catchment. The question thal then arises is
whether the predicted effects of land use change are statis-
tically significant, within the limits of predictive uncertainty.

The sensitivity of uncertainty in predictions from the
IHDM to land use characteristics was investigated by per-

Randal tmmiry)
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Oischarge (210%%3/my)

s 48 60 12
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Fig. 8. Predictive uncertainty for storm § using Monie Cario
simulation. Crosses indicate observed flow. dashed fincs indicate
5% and 95% simulalion limits.
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Fig. 9. Predictive uncertainty for storm 3 on grassland catch-
ment. (a) Hourly rainfall distribution data. (5) Mean flow (solid line}
and 5% and 95% limits {dashed lines). (¢) Ninely percent limits
expressed relative to mean flow,

{forming Monte Carlo simulations of storms | and 3 using the
same parameter ranges as in Table 3, as before, but by
adopuing diffcrent parameter values for the preprogram of
the ITHDM (Table 2). The parameter values used are repre-
scntative of forested catchments. rather than grassland
catchments such as the Gwy. The forest parameters had
been found to modei net precipitatton as measured at Plyn-
limon satisfactorily [Wates, 1988]. No uncertainty in these
parameters was taken into account. Thus, we are making
mimimal changes o the model for the case of the lorested
catchment, but feel that this is justified on the grounds that a
similar procedurc would be followed in the case of a deter-
ministic study of land use change without a priori knowledge
of how soil parameters might change, that modeling studies
of forested subcatchments of the River Severn at Plynlimon
have led to soil and overland flow parameters within the
ranges uscd here [Morris, 1980, Calver, 1988). and that we
will be estimating minimum uncertainty bounds for the
forested case. The initial condition parameier &, , however,
is likely at times to be significantly different for the forest and
grassland catchments in that a more negative value (that s,
drier conditions) is likely to result in the forested case from
higher evapotranspiration losses and, in the case of reaffor-
estation, possible artificial drainage channels. Based on soil
waler observations by Hudson [1988] a difference in matrix
potential between forested and grassland catchments of 0.2
m water was considered reasonable. In order 1o accommo-
date such a difference the mean value of ¢, was shifted by
0.2 m, together with the parameter minimum and maximum
scttings, keeping the variance constant.

Muluple simulations of the forested catchment were car-
ricd out for storms 1 and 3. Figures 9 and 10 show the mean
and K% confidence limits together with the time depen-
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Fig. 10. Predictive uncertainty for storm 3 on forested calch-
ment. () Hourly rainfall distribution data. () Mean flow (solid line}
and 3% and 95% percent limits (dashed lines). (¢) Ninely percent
limits expressed relative 1o mean flow,

dence of the 90% limit relative to the mean flow for both
grassland and forested cases for storm 3. The mean flow is
clearly sensitive to the change in catchment charactenstic.
For example. a 42% reduction in mean peak flow was
observed for event 3, in changing from grass 1o forested
calchment. The difference in the predictions of peak Aows
can be tested statistically. In that the peak flows cannot be
assumed to be normally distributed (Figure 5@) a nonpara-
metric test should be used. Calculation of the Mann Whitney
U statistic for the peak flow distributions of Figures 9 and 10
suggests that the difference in the median peak flow between
forested and grassland catchments is highly significant
{<0.001). The uncertainty limits also appear 1o be sensitive
to the change, in particular al the peak flow. Again using
storm 3 as an example, a 4129 increase in the 90% limits
relative to the mean flow, at the pcak flow, resulted from
grass (o forest catchment predictions, although it should be
noted that the main difference occurs during the peak of the
cvent. It is interesting to note that little difference in mean
and range of flows was observed when o similar Monte Carlo
analysis was performed on land usc change but maintaining
the original (grassland) distribution for ¢,,,. That is, the mean
and uncertainty in predicted flows are apparently not sensi-
live o the parameters of the IHDM s preprogram without a
change in initial conditions.

Discussion

In a previous review of the use of physically based models
in hydrology, Beven [1989) advocated that the predictions of
such models must be associated with estimates of predictive
uncertainty. This study bhas been in many ways a feasibility
study and exploration of the techniques for uncertainty
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estiniation and their use in cvaluating the predictions of such
models. 1Uis clear thal we are still limited by the computa-
tional requirements of such mudels. both in parameter
calibration and Moate Carlo uncertainty calculattons. How-
cver. as compulers become faster and cheaper. the Monte
Carlo mcthod may become more compelitive d4s an opera-
tional technique. It is also well suiled 1o use with parallel
processing computing systems which will allow lens (oreven
hundreds) of runs of the model for the Monte Carlo uncer-
tainly analysis 10 be made concurrently. ‘The Monte Carlo
simulations presented here were performed on the 80-node
transputer-based Meiko computing surface a1 Lancaster
University.

The results of this study suggest that we should expect the
uncertainty bounds for physically based models (0 be quite
wide, even when parameter values have been constrained by
calibration. It has been shown that the Rosenblueth methed
allows a reasonable first estimation of the uncertainty limits
on the basis of a small number of simulation runs, but the
Monte Carlo method may be preferable if details of the
distribution of responses are required, in particular where
that distribution may be expected to be highly skewed.

The study of the effects of land use change reported above
raises a number of interesting questions. It has been shown
that, for the prediction of storm responscs alone., changes in
the predicted hydrographs resulting from changes in land use
are, for the case of this catchment, large. However, this
sensitivity is mainly due to changes in the initial conditions
likely to result after land use change. The results, therefore,
emphasize the importance of suitable parameter estimales
and ranges if one is to predict the effect of changing
caichment characteristics.

An interesting problem arising from this is, How can the
uncertaintics associated with bolh the calibration period and
the predictions following change be constrained” Two strat-
egtes can be distinguished. For the case of the model
calibration, it may be possible to constrain the estimated
uncertainty ranges by incorporating more observed data into
the calibration procedure. A longer period of ohserved
discharges, observations of parameter values, and observa-
tions of internal state variables (such as water table levels)
may all be useful in constraining uncertaintly. An important
point 1o note in thes respect, however. is that it may be
difficelt to make use of parameler and internal state mea-
surements that are of a very different scale from the grid
scale of the model. How far the estimated uncerlaintics
could be constrained in the Gwy predictions, given that they
already do not always ¢ncompass the observed discharges
for cither calibration or validation storms. would make an
interesting further study.

The present study does not negate certain advantiges of
the THDM in providing a deterministic framework 10 ussess
the direction and relative magnitude of changes in hydrolog-
ical response resulting from physical catchment chinges. It
is certain that in many cases, the magnitude of such changes
will be greater than those investigated here and may prove
significant in relation to uncertainty bounds. It is worth
cemphasizing, however, that in many cases it will be difliculr
10 assess the eflect of u land use change on the appropriate
model predictions, and that such prediclions should always
be accompanicd by a proper study of the associued uncer-
tainties. Qur aim here has been to outling a procedure by
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which this might be achieved and look af (he implications for
onc particular case study.

We would suggest that, in predicting the effects of land use
change a priori. a realistic estimate of uncertainly will
gencrally be high. It will only be possible 1o constrain those
uncertainties by comparing the model predictions with ob-
servations as the change takes place. In this way forward
predictions of change may become gradually more reliable.
This argues for a continuing conjunctive use of modeling and
field measurement where significant land use changes are
being considered.
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Dimensionless hillslope hydrology

A.CALVER, 8Sc. PhD, MIWEM®*

W. L. WQOD, ma_rPhDT

Slope discharge and its controlling variables are defined in a non-dimensional selling using
the Buckingham n theorem. The method is general, although in this case data are drawn
from numerical modelling of linked surface and subsurface flow equations, covering variably
saturated throughflow and both infiliration-excess and saturation-excess overtand flow.
Nomographs are presented which can be used in a siraightforward manner for discharge
prediction or for parameter optimization. Two field cxamples are described in these contexts.

MNotation

cross-sectional area of overland flow

exponent in overland flow rating curve

depth of permeable hillslope materiat

surface roughness coeflicient

horizontal lengih of hillslope

hydraulic conductivity of slope material

valuc ol & al saturation

discharge per unit width of hillslope

hillslope baseflow discharge per unit width
peak value of hillslope discharge per unit width
ramafall rate

slope

nme

time to peak discharge from beginning of rainfall
duration of rainfall

width of hillslope

volumelng water content of slope matenial
saturaled value of 0, i.c. porosity

.....ny dimensionless parameters of Buckingham theorem
pressure potential

initial value of ¢

L)

TR~ T A

Swros -

€~

Introduction

There is often a requirement for the simple and systematic presentation of hydro-
logical daia, whether observed or modelled, for purposes of rapid estimation. This
may be considered particularly to be the case when the data are derived from
complex models dealing with many parameters and using relatively long computer
processing times. The cxpression of a hydrological problem, or indeed many other
physical phenomena, in non-dimensional terms allows some decgree of reduction in

Wrilten discussion closes 15 November 1991 ; for further details see p. i,
* Institute of Hydrology, Wallingflord,
t Department of Mathematics, University of Reading.
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parameter numbers and. importantly, facilitates the concise presentation of infor.
mation on comprehensive ranges of situations. .

2. The basic methodology of this Paper is specific neither to the physical
situation nor to the mecthod of deriving data. It is developed, however, in the
context of discharge from hillslopes and small catchments for individual rainfail
events, with data derived from numerical solutions of linked surface and subsurface
flow equations. A major advantage of such modelling is its physical basis: one of
its drawbacks, which the Authors aim (o alleviate here, is the complexity of its use.

3. The methodology of the establishment of the relevant non-dimensional
parameters is described, together with the derivation of modelled data. General
results are presented to demonstrate a concise and comprehensive format, and two
particular field examples are discussed to demonstrate the types of use of this
approach in hydrological practice.

Methodology

Establishment of non-dimensional parameters

4. Its supposed that there is a dimensionally homogencous (and hence unit
free) physical law giving the discharge per unit width Q at the botiom of the
hillslope in terms of the time 1, the duration of the rainfall «, . the rate of rainfall
{this 1s 1aken as the cflective precipitation, after evaporation and interception), the
saturated hydraulic conductivity k,, the length L and depth D of the subsurface
region. the initial value ¢, of the pressure potential ¢ throughout the region, the
slope s. the porosity {1, and the surface roughness f. It is also supposed that there is
a frec scepage lace at the bottom of the slope, and the parameters which determine
the non-lincar variation of k/k, and 0/0, with respect 10 ¥ in the unsaturated zone
are left fixed 1n this paper. )

5. The Buckingham Pi theorem' - * states that this physical law is equivalent 1o
an equation expressed only in dimensionless quantities. All the physical quantities
invalved can be expressed in the basic dimensions of tength { and time ¢: ¢ has
dimensionr, ¢, hast.rhas#t™ ' k hasir™' L hasi, -y, has!. Q has 1% "' and f
has 17" =¥ =1 (from the relationship of @ = f5'/74°, where 4 is the cross-sectional
arca of the overland flow). Disregarding b, s and 0, , which are already dimension-
less, leaves the nine quanuties @, . t,, r, k,, L. D, ¥, and f which are functions of
length and time,

6. In general, for a quantities which arc functions of m dimensions, a set of
{(n-m) independent dimensionless quantities can be found in terms of which the
physical law can be expressed. Hence, in this problem, there are seven such dimen-
sionless quantities. Similar considerations are, of course, employed in the design of
scaled modcls (sec, for example, Yalin?),

7. There are many ways of choosing these dimensionless quantities but they
must be independent, in the sense of no functional relationship between the n
paramcters themselves. Using the Buckingham Pi notation, n,, n,,... for the
dimensionless paramerters, it seems natural to take n, =11, (to relate the two
times), =, = L/D (to scale the subsurface regions), ny, = —y, /D (keeping the
parameters always positive: 1t also seems natural to hnk —¢,, with the depth
rather than the lenglh). Afier some cxperiment, the most convenicnt choice for the
other paramcters has been taken as n, = Q/rl. (relating the discharge 10 the rate at
which watcr arrives on the whole length of slope), ny = ri,/L (the amount of rain
per unut length of slope), n,, = r/k, (another ratio of 1wo like quantities as recom-
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mended by Buckingham}and =, = f¢,/r (the surface roughness is here taken to be
given by the Chézy formula, so that b = 3/4, and this parameter relates the surface
roughness 1o the duration and intensity of the rainfall).

8. By the Buckingham Pi theorem, the dimensionless equation can be written
in the form

e

n, === 0C{n,.n,, 0y, 7y, Ny, N4} (1)

rl.

On the right-hand side. n, is the only parameter involving the time ¢, Differen-
tiating with respect to time, gives

1 oG dnr, 1 3G 2)
ri. o, dt 1, 2,

The peak discharge is when @ = 0: e when 8G/dn, = 0, and 1 =1, the ume of
the peak discharge. But this is equivalent to another dimensionless statement of
the form

t g, = Flry.my, iy, g, Ml (3)
Equalionl}also gives
Qrl. — GUt, o my oy g, Ry R5) (4)

where Q15 the peak discharge.
9. Hence, substituting from cquation (3) in equation {4) gives an equation of
the form

Qrl. = Himy . my. Ry Mg, My (51

The formulae given by equations (3) and (5) are used as the basis for the numerical
results. Each computer simulation 1s given a run-in time before the start of the
rainfali. Aficr this tme. the baseflow (J, 15 changing only very slowly, and the rise
in flow (Q, — ()15 taken as the significant flow to plot. The figures presentng the
results are described in$§ 15 22

10. There appears 1o have been little specific reference 1o the Buckingham P
theorem 1 hydrological methodology : cxceptions are the papers of Wong® and
Gowda and 1.ock . but these are not relevant to the problem in hand. Woolliser
and Liggett® set the Saint Venant cquations in non-dimensional forms for the
rising surface flow hydrograph, and this approach is extended by Morns and
Woolhiser ® Many hydrological papers make use of a partially, rather than a
completely, non-dimensional setling, Skempton et al..'® for example, propose the
ratio of the 'storm response ' change in groundwater level to the total quanuty of
rainfall as a characterisuc parameter for a site, and QOakes and Wilkinson.'' using
modelled data, address the problem of natural and pumped regimes in the saturat-
ed zone, using dimensionless groupings to reduce paramelter numbers.,

Derivation of modelled datu

1. Subsurface hdlslope flow, of vanably saturated nature, is modelled using
Darcy’s law and mass conservation considerations, and is solved by a two-
dimensional Galerkin finite-element method. Surface runofl on hillslopes, whether
derived from infiliranion cxcess or from saturation excess, is modelled by a one-
dimensional kinematic wave formulation, solved by a four-point finite difference
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scheme. These features are combined in the Institute of Hydrology Distributed
Model, and further details are available in, for example, Beven et al.'? Calver and
Wood,'* and Wood and Calver;'* reference to particular details will be made later
in this Paper, a

12, Itis self-evident that, in expressing results of runoff simulations in terms of
non-dimensional parameter groupings, a single result may be achieved from a
varicty of combinaltions of physical parameters. As the modelling requires numer-
cal rather than analytica) solution because of the complexity of conditions, it is
important to check the discretization of the problem in jts effect on the degree of
scatter of results achieved from different but non-dimensionally similar parameter
Broupings. Aspects of the discretization into quadrilateral elements used in the
subsurfacc part of the mode! have been investigated previously (Calver and
Wood '3}, For the establishment of discharge estimation curves for interpolation, it
is considered necessary. in order to avoid the scatter, to use the comparatively high
cpu (central processing unit) times of vertical to horizontal element size ratio of
1:1and alength of 0:5 m. In a number of contexts, an element aspect ratio of up to
1:20 may be appropriate, but it can lead to differences in results depending on the
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Fig 1. Peak discharges und causal pariables. For parameter details, see text; spa-
tiafly constant imtial condition, The letier s beside a daia point indicates that dis-
churge includes saturation-excess overland flow in addition to subsurface flow
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parameter grouping used. Calver and Woed'? note that 80% of discharge resulis
using a 1:20 ratio were within +10% of the I:1 discretization results, These
considerations are of particular importance when the threshold to overland flow
production is likely to be crossed.

13. It s a mauer of choice which parameter sct is employed in obtaining a
result. In the present work, r is held constant at (5 mm h~ '), and t, and k, are
varied. The numerical tests above in the context of discretization confirm this does
not greatly afect results. However, it is important to note that there are practical
limits on the numerical ranges of parameter values. For example, some com-
binations of rainfall intcnsity and duration are more appropriate physically than
others (see, for example, the Flood studies report, vols 2 and 5.'* for the UK case;
{nstitution of Enginecrs'® for Australia, etc.). In the simulations undertaken here,
t, is varicd between 4 and 16 hours, and k, between 0-025and 22 S mh™ "

14.  The model is run on a Cray X-MP on which typical cpu times for simula-
tion of one event are in the order of 3-5 min, The run-in time of 100 modelled
hours before the introduction of rainfall allowed the ¢stablishment of numerical
stability and only very slowly varying hydrological conditions.

Dimensionless presentation of results

15. Figures 14 demonstrate the presentation of hillslope discharge results for
a 500 m l-in-10 slope, with |-5 m of permeable material of porosity 0-4 and surface
Chézy roughness of 20 000 m°®*h~". The relationships of unsaturated hydraulic
conductivity and waler content to pressure potential are assumed to be single
vatue functions representative of a medium textured soil.'” Saturated throughflow
discharge occurs from a scepage face above channel water level, Two commonly
considered inntial conditions are used. In Figs | and 2, pressure potential in the
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Fig. 2. Time-1o-peak and causal variables. For parameter details, see text ; spateally
canstuant initiaf condition
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hillslope material is everywhere sct at a constant value, here —0-3 m, In practice,
using a run-in period, this is a convenient way of establishing a drainage profile of
slightly wetter conditions lower in the soil profile by the time rainfall is introduced.
In Figs 3 and 4, an elevation-related initial condition is specified such that the soil
15 wetter not only in the lower part of a soil profile, but also lower on the slope: i.c.
further from the drainage divide. Specifically in this example, pressure potential at
a point is sct at one-tenth of the elevation difference between that point and the
foot of the slope. The form of the figures is explained below, with reference (o the
processes operative in the modelling.

16.  Figures | and 3 deal with peak discharges; Figs 2 and 4 with the time of its
occurrence. The horizontal axis in all cases denotes the ratio of saturated hydrau-
tic conductivity {{t ™), a measure of travel rate, to the rate of water addition to the
stope (It *'). The vertical axes in Figs | and 3 denote the ratio of peak discharge
above bascflow per unit width (#17') to the rainfall input to unit width of slope
(1%t 7"). The vertical axes in Figs 2 and 4 show the ratic of time-to-peak to duration
of rainfall. Individual curves are drawn for rt,/L values, ie., total depth of rainfall

|0"(

(Qp - QplrL
\.
" o"" " {a le
o . 1»'0
’\ D\ »

10 1 . — 1 - 1 J
10° 10 107 10°
kit

Fig. 3. Peak discharges and causal variables: elevation-related initial condition.
The letier i beside a datu point indicates that runoff includes infiltration-excess
averland flow in addition 1o subsurface flow
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as a ratio of slope length. The indiviual segments of these curves are drawn as
straight lines between the calculated points,

7. In Fig. 1, all discharge responses involve saturated throughflow discharge
at the foot of the slope. The three uppermost rt./L curves also involve overland
flow derived, in these cases, from the upward over-saturation of the soil profile
over part of the slope and the subsequent surface routing of that excess waler.
Problems including overland flow show higher (Q, — Q,)/rL values, in cases
approaching unity. For lower k/r and higher r¢ /L values there is an increased
likelihood of build-up of soil saturation promoting saturation-excess overland
flow. As k/r increases, higher throughflow discharge occurs.

18 Fig. 2 shows the corresponding times-to-peak of the Fig. 1 peak discharges.
A decline in time-1o-peak is seen towards that of the time of the end of the
{constant inlcnsity) rainfall as k/r increases. This minimum time is reached at
lower kjr lor the higher rt /1. cases, i.c. those promoting some fast surface flow.

19. Figures 3 and 4 follow the same principles but for the elevation-related
initial condition. The right-hand part of the diagram reflects throughflow dis-
charge increasing with & /r in a generally similar manner to Fig. 1, but without the
production of saturation-excess overland flow. This is due to higher subsurface
conductivities associated with the wetter conditions in the lower part of the slope,

10'(

(273

1 J
10” 1p?

10°

Fig. 4 Times-to-peak and causal variahles : eleoation-reluted initial condium
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However, the upper part of the slope, by definition, is considerably drier than that
of Fig. 1, to the extent that, in some cases, the prevailing low conductivilies reduce
infiltration capacity to the degree that infiltration-excess overland flow is produc-
ed, for the lower k/r values, promoting greater (Q, — Q}rL values. These,
however, do not approach the contribuling arcas or discharges of the saturation-
excess overland flow of Fig, |,

20. These discharge processes are reflected in Fig. 4 where the featres of Fig. 2
are scen, together with some 1/t values <1 for the low k /r values which indicate
the production of infiltration-excess overland Aow early in the storm event and the
domination of peak discharge by this low rather than by the later throughflow
response.

21, The significance of the overland flow/throughflow division lies not only in
the magnitude and timing of discharge: it also has important implications for the
chemistry of water entering the stream system and for the potential for surface
erosion.

22, Figures 14 illustrate the Authors’ methology and the range of processes
covered. In the following, the detail of two field examples is considered and the
different types of use are demonstrated.

Types of use
Field examples

23, The first example is taken from an Institute of Hydrology experimental
catchment in central Wales, the 0-9 km? Tanllwyth catchment. Runoff occurs by
way of surface and subsurface flow. In the modelling an approximation for average
slope width is required, the slope in this case being one encircling both sides and
the top of the stream channel. This is a convenient approximation for a small
catchment which has been tested before. The storm of 12 February 1976 is used as
an example event on this catchment, approximated by constant intensity rainfali
relevant to that producing a peak flow: ie. not including the tail of the storm. The
measured rainfall and runoff for this event are given in Calver '® who also
describes runofl modelling in the catchment. The data for the catchment and for
this storm are as follows: r = 000435 mh™", ¢, m 12 h, w = 2100 m, L =800 m,
D=15mwQ,=005m’s " kjr=230.¢, = =01m

24. A plot in the format of Figs | and 3, namely of (Q, ~ Q,)frl. against & fr,
can be used in a number of ways. I, for cxample, it is assumed that all physical
parameters are known (or have been obtained by optimization). the plot can be
used to give peak flow above baseflow for any storm. For the 12 February 1976,
event (Q, — Q,)/rL is interpolated as 0-71 and hence w@Q, is estimated at (-49
m*s ™' the observed peak for the catchment is 171 m>s- "

25. The second field cxample is that of discharge from a hillslope with pseudo-
gley soils developed on Keuper Marl near Larochette, Luxembourg. {Thisarea is a
site of field measurements and modelling of runoff generation by the Institute of
Hydrology and the University of Amsterdam.) Here there are three distinct soil
horizons of different material properties, the uppermost of which, the AEh
horizon, 15 known 1o have varying hydrauiic conductivily over time, between
approximately 0-2 and 1-8 mh ™', resulting from annual cycles of physical and
biological processes. The slope and event data are as follows: r = 0-002 m b - '
L=5hiw=40 m: L. = 100 m: D(total) = 0-36 m, IXAEQ honizon) =009 m;
wQ, = 1'2x 107" ms”Ygauged), Q, =0 (ie. Now is inlermitient), ¢ (AEh
honizony = ~1-3m, ¢, (elscwhere) = depth below AEh horizon.
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26. Using a (¢, — Q,)/rL against k,/r plot, for known parameter values cxcepl
the AEh conductivity, for the measured runoff event of 20 October 1988, an
cflective &, value of this event of 0-4 m h ™! is derived.

General use

27. 1t will be apparent, therefore, that, if the numerical values of physical
variables relevant to a problem are known, the types ol dimensionless nomo-
graph derived here can be used for the quick estimation of event runofT, either for
a particular event of interest or for a design storm.

28. It is frequently the case that discharge has been measured but uncerizinty
exists over the value of a particular parameter. hydraulic conductivity is a
common example. The nomographs can be used to determine the operative value
of the parameter. Confidence is increased by the convergence on a particular
numerical value of a constant parameter from the separate consideration of a
number of events.

29. This parameter optimization procedure occurs commonly at the earlier
stages of model fitting, before predictive mode use. The Plynlimon example of
predictive use (above) had previously undergone optimization of a number of
parameler values.'?

30.  The detail of presentation of discharge results by the general method given
here may be tailored to specific needs. For example, if porosity variability is an
important element, this can be included as a variable rather than as a constant;
similarly with surface roughness. If further detail of the rainfall distribution is
considered important, a (wo-parameter triangular or normal distribution can be
incorporated. For the purposcs of the analyses described here, it is considered
important Lo have a minimum of 1wo parameters for rainfall description.

Conclusions

31. This Paper has demonstrated the expression of slope discharge results in
relation 1o causal variables in a concise and non-dimensional manner based on the
Buckingham n theorem. The hydrological processes covered are saturated and
unsaturated throughflow, and overland flow caused by infiltration-excess and/or
saluration-excess.

32, This demonstration has used modelled data from numerical solutions of
standard surface and subsurface flow equations. The method is, however, appro-
priate to, and may prove useful for, data derived from other sources, whether
measured or modelled.

33, The type of nomographs derived can be used for estimation in a straight-
forward manner in both parameter-optimazation mode and discharge-prediction
mode, as illustrated by the field examples described.
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