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EXECUTIVE SUMMARY

Choosing a rainfall-runoff model for use in flood forecasting isanstraightforward decision
and indeed may involve the selection of more than one. The aim of thid Rgport is to
provide a literature review of models in order to furnish a basic stauheting of the types of
model available, highlighting their similarities and differencesuld-set of those reviewed
are selected for more detailed assessment using data framge of catchments. The results
of this model intercomparison are presented in the Part 2 report.

Whilst there is a plethora of “brand name” models they involve &vellasmall set of model
functions which are configured in a variety of different ways. Ehiustrated by the models
reviewed here. The initial selection of models for reviewuisied by those already in use for
flood forecasting in the UK. To this are added well-known modelsldese overseas and
those with a distributed formulation. From this menu of models aeetsdl the following
eight models for intercomparison in Part 2: the Thames CatchmedelMTCM), the
Midlands Catchment Runoff Model (MCRM), the Probability Distributedisture (PDM)
model, the Isolated Event Model (IEM), the US National Weatkeri& Sacramento model,
the Grid Model, the Transfer Function (TF) model and the Phjgi€dalisable Transfer
Function (PRTF) model. The first six are conceptual soil ma@sascounting models, with
the Grid Model having a distributed formulation, whilst the TF and PREF‘black box”
time-series models. Also selected for review in Part ltlednput-Storage-Output or ISO-
function model and the NAM model, which are both conceptual approachnesutfine
review of some newer, general approaches to forecastingivae which include neural
network (NN), fuzzy rule-based and nearest neighbour methods.

An important aspect of the use of rainfall-runoff models in a-tresd forecasting

environment is the ability to incorporate recent observations of iftowrder to improve

forecast performance. The available methods for forecast updatngearewed with

particular reference to state correction and error predictiomnigues. The latter aim to
adjust, for example, the water contents of conceptual stores in d amudleare usually
tailored for a specific model. In contrast, error prediction operatdependently of the
rainfall-runoff model structure by exploiting the dependenceodeherrors to predict future
ones. Parameter adjustment techniques are considered separttielgontext of the simple
TF and PRTF models.

The Part 1 report ends with an overview of the models reviewedinhigles consideration
of the ease of use of different models in calibration and in an apehtforecasting
environment. In conclusion, the didactic rather than judgmental approach cadoptee
review is justified. It is inherently dangerous to judge theatly of a model by the variety of
functionality it supports or processes it purports to represent. ae2 Report presents the
results of the intercomparison of models across a range of catshmbate results provide
an objective basis on which to make judgements concerning the chomaels. Guidelines
on model choice are presented in terms of forecast accuradiffesent types of catchment
together with other factors, such as ease of calibration and iopafaise, considered only
partially in this Part 1 report.
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1. INTRODUCTION

1.1 Background

The Environment Agency employs a range of rainfall-runoff modelfidw forecasting and
there are others, in this country and abroad, which might service the needs ofabevEIAif
not better. They range in type from transfer function (empibtack box), through lumped
conceptual to more physically-based distributed models. The rainfedff models also are
often accompanied by updating techniques for taking account of reeestirements of flow
so as to improve the accuracy of model predictions in real-timeingtgthis variety of
available modelling technique the EA is seeking guidance on thepa@peochoice, as it
relates to catchment characteristics (size, lithology,,daitsl use, relief, etc.), storm type and
available real-time data (including radar as well as raigganeasurements of rainfall). Of
importance is the appropriate model choice in relation to the speeédspbnse of the
catchment, the forecast lead time required and the accanacgonsistency of the forecast.
The problem of appropriate choice of model is addressed in thisistiap parts. In Part 1,
reported here, a literature review of rainfall-runoff modslsarried out. This provides a
foundation for the model assessment that follows in Part 2.

In order to focus on a comparison of models the use of rainfall &iseisanot considered in
this study; previous R&D Notes have addressed this issue (Moate 1993, 1995). Perfect
foreknowledge of measured rainfall is assumed to avoid the uncertsebciated with

rainfall forecasts confounding the analysis. Also, a review of smttvmodels and an

assessment of forecasts during snowmelt conditions are outsidmfigeds the present study
and the subject of an ongoing EA R&D project (Moetal, 1996).

1.2 Forecasting Requirements

The needs of the EA for rainfall-runoff models are spread acrosange of water
management functions and include both real-time operational applicataneff-line uses
for design and planning. Forecasting systems which operatel-timmesgenerally have flood
warning as the dominant requirement to serve but are designettadt over the full range
of flows, where possible, in support of a variety of functions. Also sigdeand planning
increasing use is being made of continuous simulation models for #adddrought
estimation and impact assessment studies, and where considerdtienchbice of rainfall-
runoff model can be important. Whilst the choice of rainfall-runadtdel for flood warning
forms the focus to this study, the literature review here and nasdelssment of Part 2 is
considered to have wider relevance for these reasons.

1.3 Previous Model Intercomparisons

There have been few comprehensive model intercomparison studiesetiratevant to the
UK flow forecasting problem. The World Meteorological Orgamnsgs intercomparison of
real-time forecasting models in 1987 (WMO, 1992) is now ten yddramd was biased
towards rather large catchments and model time incrementsiveeta the typical UK

situation. Of the three catchments considered only the Orgevahircé-was comparable,

R&D Technical Report W241 1



with an areal extent of 104 Knand 1 hour data interval, whilst the two North American
catchments both exceeded 1000 knd used either daily or 6 hourly data.

Of much greater relevance here is the study undertaken bystiteite of Hydrology in 1992
(Moore et al, 1993) which compared three models used operationally by the Efodor
forecasting across nine catchments employing 30 flood events.t\Wialgrimary focus of
this study was an assessment of radar rainfall foreaaststhe Met Office’s Frontiers and
IH's local (HYRAD) systems an important byproduct was aresssent of the different
models and associated updating schemes which used both observed cast &stemates of
rainfall. This work was further consolidated in an Operational Guidalote for the NRA
(Moore etal, 1995) which extended to consider the relative performance of aesimpl
distributed conceptual model configured on the radar grid (Mebr ., 1994). It also
provided a commentary on previous experience with transfer function mettlsecursive
updating schemes.

However, the formal assessment was restricted to catchmehis the Thames basin, and
whilst these were varied in terms of catchment area, landngséthology, they lacked some
of the stronger topographical controls on runoff experienced in the smatEhments of
upland Britain. Also, whilst the assessment did consider catchméhtstrong groundwater
controls this did not extend to explicitly incorporate informationgooundwater levels or
pumped abstractions. This points to the need to carry out an assesémerdels using
catchments both in upland and lowland Britain, and also where regimmeguvél recharge
and artificial abstraction can exert a primary control on flootkgaion, for example as is the
case in the South Downs (notably Chichester) and the Yorkshire Wolds (notabligdson).

1.4  Purpose and Outline of the Report

The purpose of this Part 1 report is to provide a broad literaturwef existing models
from which to select a restricted set chosen to be reprasentétparticular approaches to
forecasting. Section 2 first identifies the rainfall-runoff medesed by the EA for flood
forecasting at the present time. These models together with selected amdgbped outside
the UK, and models having a distributed formulation, are used to fonena of models for
more detailed review and assessment. Models selected from ¢mg are reviewed in
Sections 3 to 10. The relevance to flood forecasting of more recentiimgpdevelopments -
including neural network, fuzzy rule-based and nearest neighbowaapgss - are considered
in Section 11. Methods of model updating, where recent observations oafeowsed to
improve flow forecast performance, are reviewed in Section 12wkrview of the models
together with conclusions and recommendations are presented in the final Section 13.

R&D Technical Report W241 2



2. SELECTION OF RAINFALL-RUNOFF MODELS FOR
REVIEW AND ASSESSMENT

2.1 Introduction

This review aims to help provide the improved understanding of ramifadiff models that
the EA requires in order to support decisions on the choice of moddleddrforecasting.
Whilst there is a plethora of models, with a variety of “branchesl, there are in reality
comparatively few different generic approaches to forecastunch §enericism is exploited
in the choice of models to be carried through to formal assessmilsing the catchment
datasets which is the subject of the Part 2 report. This sarvesntain the scope of the
intercomparison whilst preserving the generality of the commissdrawn from the results of
the project.

Model selection for more detailed review and assessment i®tivera of this Section. The
approach followed is to initially identify models in current use thg EA for flood

forecasting. To this list is added selected overseas models, andsmatte distributed

formulations, in order to have a menu of models encompassing a chngedel types. A
priority list of models is then identified from this menu for maletailed review and
assessment. Additional “new approaches” not included in the liseaeved later. Methods
of updating, which may form an integral part of a given rdlinémoff model or operate
largely independent of it, are also considered in a later Section.

2.2 Choice of Models to Review and Assess

Table 2.2.1 below summarises the main models used for flood forecaséagh of the eight
EA regions.

Table 2.2.1 Rainfall-runoff models used for flood forecasting in the EA regian

EA Region Models in use
Anglian TF, PDM
Midlands MCRM

North East PDM

North West ISO, TF, PRTF
Southern ISO

South West TF, PRTF
Thames TCM, IEM, PDM
Welsh ISO

R&D Technical Report W241 3



The seven models identified are the following:

TCM Thames Catchment Model

MCRM Midlands Catchment Runoff Model

PDM Probability Distributed Moisture model

IEM Isolated Event Model

ISO Input-Storage-Output model

TF Transfer Function model

PRTF Physically Realisable Transfer Function model

To this list may be added a few well-known models from outside the UK, and our choice is:

NWS US National Weather Service (Sacramento) model
HBV HBV model (Swedish Met. and Hydrological Institute)
NAM NAM model (Danish Hydraulics Institute).

There is a need to consider distributed models that may bdcplaictr real-time flood
forecasting; our choice is:

Grid Model Developed by IH for the NRA
Topmodel Developed by Beven, University of Lancaster.

This provisional short-list of models is summarised in Table 2.2.2, whadtes a distinction
between EA operational and other candidates, and aggregates tiEMS3tdels as models
of similar class. There are various variants of the TF modetén The Physically Realisable
Transfer Function (PRTF) developed by Han (1991) is an importantkpase and should
be considered as an additional candidate for assessment purposeghdliaiee PDM
encompasses a range of model structures utilising the probabslitysdied storage
principle, and is representative of other models of this type sutiteadARNO (Todini, 1996)
and Xinanjiang models (Zhaa al, 1980).

Table 2.2.2 Provisional list of candidate rainfall-runoff models for evaluation

Model
EA operational candidates 1. MCRM
2. TCM
3. PDM
4. TF (and PRTF)
5. ISO (and IEM)
Other candidates 6. Grid (or Topmodel) distributed

7. NWS (or HBV or NAM) overseas

R&D Technical Report W241 4



The short-list of models in Table 2.2.2 is considered to be still tde véinging and in need
of further reduction. The NWS, HBV and NAM models are classicpkaonconceptual
rainfall-runoff models, in the same class for example as t8&M and TCM. Choosing the
NWS model as the main overseas model candidate is favoured diss&rwegured model, a
known good performance and source code in the public domain. Of the twibutkst
models, retaining the Grid Model is favoured since this waslojg@ with flood warning in
mind, can accommodate grid-square radar rainfall, and encomphsstgpdographic index
formulation of runoff production employed by Topmodel as one model variaimitAof 8
models was agreed with the EA as sensible to restrictcthge sof the project to a sensible
size. Omitting the ISO from the full intercomparison, as largglgompassed by the PDM,
TCM and IEM model formulations, would appear sensible. The final ctaficaodels to
intercompare is the following:

TCM Thames Catchment Model

MCRM Midlands Catchment Runoff Model

PDM Probability Distributed Moisture model

IEM Isolated Event Model

NWS US National Weather Service (Sacramento) model
TF Transfer Function model

PRTF Physically Realisable Transfer Function model

Grid Model Developed by IH for the NRA.

Snowmelt model components are available for four of these: MCRM,,MDNB and Grid

Model. However, these are not reviewed here as snowmelt modellngsise the scope of
the present project and the subject of an ongoing EA R&D project. Atsdelrperformance
Is not assessed during snowmelt periods in the Part 2 report.

2.3 Forecasting Methods for Review

The eight models above feature in the assessment of rainfalf-nnoalels in the Part 2
report. These models are reviewed here in detail, as backgroundagséssment, in Sections
3 to 10. The ISO-function model is included in the review of nonlineaageé models, along
with the IEM (Section 6). Newer modelling approaches — includitificaal neural network
(ANN), fuzzy rule-based and nearest neighbour methods — are outlin8gchion 11.
Procedures for updating the model forecasts with referencedntrebservations of flow are
reviewed in Section 12, placing particular emphasis on the methotibeséor use with the
eight models selected for assessment. The report ends witlvesmiew of the models
considered and a set of conclusions and recommendations arising from the litexa¢uve

The data needs for the different models are similar in @llineg rainfall and flow data, the
latter for initialisation and updating and off-line for model calilorm and performance
assessment. Whilst explicit soil moisture accounting models ogm@Vaporation as an
additional input, this can take the form of a simple sine curve beesdasons of the year or a
standard annual profile but can utilise near real-time evapordionates from an automatic
weather station if available. The data requirements of diffenemdels are reviewed in
Section 13.1 of the concluding section when considering ease-of-use issues.
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The review of each model is deliberately presented in a Stgleis didactic rather than
judgmental. A model with greater functionality is not necessaelyer and different models
may prove more appropriate for different circumstances. Thus the simhan gaining an
understanding of how a model works and not on its strengths and weakiéssepproach
also serves to highlight the similarities of different “brancheamodels. The assessment that
follows in Part 2 will provide the objective basis for making judgesi@mt an appropriate
choice of model or models.
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3. THE THAMES CATCHMENT MODEL

3.1 Introduction

The structure of the Thames Catchment Model, or TCM (Greenfl®l84), is based on
subdivision of a basin into different response zones representinggdmpke, runoff from

aquifer, clay, riparian and paved areas and sewage effluent sourites. &dch zone the
same vertical conceptualisation of water movement is useddiffexent characteristic
responses from the zonal areas being achieved through an apprdpmie¢eot parameter set,
some negating the effect of a particular component used in ttiealeonceptualisation. The
zonal flows are combined, passed through a simple routing model (optanmhiyo to make
up the basin runoff.

A given response zone may be considered to represent a combinatiorapéasilvithin a

catchment having similar hydrological characteristics. In esooatchments a single
geographical area will account for most or all of a zone, hadoterall model will thus
contain elements of a semi-distributed description of the catchnieftecting this

possibility, a facility is available in the TCM to provide di#et rainfall inputs to the
hydrological response zones. However in this study the samobnwnt-average, rainfall is
used for all zones. This is partly because the TCM is not designbe a semi-distributed
model (for instance, there is no differential time delay between zones).

3.2 Zone Structure

The conceptual representation of a hydrological response zone TTCMes illustrated in
Figure 3.2.1 and its constituent parts are described below. Nomenciaaden the figure
and description below relates to an aquifer zone. However, the sariirgt applies to all
types of zone but with changes to the nomenclature; for example, forzothes percolation
is better described as rainfall excess.

1. Soil moisture

Within a given zone, water movement in the soil is controlled bgldssical Penman storage
configuration (Penman, 1949) in which a near-surface storage, of edguibdrto the rooting
depth of the associated vegetation and to the soil moisture retelnéi@ceristics of the soll
(the root constant depth), drains only when full into a lower storagetmfal infinite depth
(Figure 3.2.1). Evaporation occurs at the Penman potential rate, ilSt thle upper store
contains water and at a lower ratg, #when only water from the lower store is available
(Figure 3.2.2). The Penman stores are replenished by rainfall fiadtian ¢ (typically 0.15,
and usually only relevant to aquifer zones) is bypassed to contdivettly as percolation to
a lower “unsaturated storage”. Percolation occurs from the Penoras shly when the total
soil moisture deficit has been made up.

2. Unsaturated and saturated stores

Within each zone, the total percolation forms the input to the unsadustbrage which
behaves as a linear reservoir, with the outflow rate q beintpdeta its store of water s
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through the relation g=s/k, where k is the time constant of thevaeselhis outflow, or more
correctly the integrated volume over an interval, acts aspan called “recharge” to a further
storage representing storage of water below the phreatic simfaceaquifer. Withdrawals
are allowed from this storage to allow pumped groundwater abstrattidv@srepresented. A
quadratic storage representation is used here where the outflewQats related to the
storage of water, S, through the relation &KSvhere K is a nonlinear storage constant. The
actual algebraic expressions in each of these two storageseseated below and a review of
the theoretical background of nonlinear storage models is given in Annex I.

3. Linear reservoir

The function defining outflow, g, from the linear reservoir is
gq= % S, (3.2.1)

where s is the volume in storage and k is a constant (with units of time).
For a time interval (t-T, t) at the start of which the outfieve.t, and during which there is a

constant input (flow from the soil zone) gfit can be shown that the mean outflow during the
period is given by

2 :?(1- exd=T/K))q., + {1-$(1-exp(- T/k))}it. (3.2.2)

The final outflow, g is given by

g, = exp(-T/k)q,; + (1 exp(-T/k))i,. (3.2.3)

The calculations are normally performed witlamd q in units of mm/day or mm/hour. To
obtain a volumetric flow rate it is necessary to multiply thg area of the zone being
considered.

4, Quadratic reservoir

The function defining outflow, Q, from the quadratic reservoir is
Q=1 ¢ (3.2.4)
S 2.

where S is the volume in storage, and K is a constant (with units of volume time).

The net inflow into this storage, |, is the difference betwaean outflowq from the linear

reservoir and any abstraction, a. It is possible to derive aradlgtlutions for the outflow Q
at the end of a time interval (t-T,t), during which the net inflewf (assumed constant over
the interval) and the initial outflow is;Q

R&D Technical Report W241 9



To find Q, the differential equation to be solved is

o .S (3.2.5)

Using the transformed variable, v¥8K), the differential equation may be written

1_1\/2 dv=+ (1 /K)dt, (3.2.6)
with solution
1 g Vi
tanh” v, = tanh vt.T+?T, (3.2.7)

where v=S/V(IK)=V(Q¢/l;). Taking hyperbolic tangents, and lettingV(I/K)T gives the
result

Q.=1, (V(Q./1,)+tanhr) [+ v(Q,. /1, )tanhr). (3.2.8)

If 1; is negative due to abstractions exceeding recharge then a validrsohay be sought
using the transformed variable v¥&1K), which gives the differential equation

1 = — —
Y dv=—v (- 1/K)dt, (3.2.9)
with solution
tanv. = tan*ver — V(- 1/K])T, (3.2.10)

where v=S/V(-1{K)=V(Q¢/(-Iy)). This yields the result

Q =1, tartftan® v (Q_, /(- 1,)) -V (-1, /K)T}. (3.2.11)

Note that in this case flow will cease at time

7=V (K/(=1)) tan™V (Qur/(-1) (3:2.12)

when the expression in curly brackets in Equati®2.{1) falls below zero and a volume
deficit begins to build up, which at the end of thierval (t-T, t) is

Vi=1i.(T-T) (3.2.13)
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The solution for I=0 may be readily obtained bywsaj the differential equation

2
aS__s (3.2.14)
dt . K
which yields the result
Q.= Vo, +t/VK)”. (3.2.15)

3.3 Basin Runoff and Channel Flow Routing

Total basin runoff derives from the sum of the fiofom the quadratic store of each zonal
component of the model delayed by a tigeProvision is also made to include a constant
contribution from an effluent zone if required. Aorma recent extension of the model passes
the combined flows through an additional channalvfrouting component if required. This
component of the model derives from the channek flouting model developed by the
Institute of Hydrology (Moore and Jones, 1978; oard Moore, 1980) which, in its basic
form, takes the kinematic wave speed as fixed. fitoelel employs a finite difference
approximation to the kinematic wave model with faténflow

9Q, 9. ¢ (3.3.1)

such that the flow at time t out of the n’th subgke is given by
n At n At n-. n
Qt = (1_ CE] Qt-1+ CE(Qt-ll'i' qt-l) (3'3'2)

where c is the kinematic wave speed ajdis the lateral inflow to the n’th sub-reach. The

guantitiesAx and At are the space and time steps associated witldifoeetisation and
c<Ax/At is a requirement for stability. This model is ds® represent routing of flows
through a reach of length L sub-divided into N selehes so thdix=L/N. Note that both N
and c control the delay and attenuation of thedla@ve through the reach. In practice the
model employs the dimensionless wave sp8edAt/Ax for the purposes of parameter
estimation with 06<1.

3.4 Model Parameters

A summary of the model parameters used in the That@chment Model is presented in
Table 3.4.1 together with the units used in thentidlementation of the model.
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Table 3.4.1 Parameters in the Thames Catchment Model

Parameter name Unit Description

Zone parameters

A km? Area of hydrological response zone

y none Drying rate in lower soil zone (usuals0.3)

Rc mm Depth of upper soil zone (drying or root
constant)

Rp mm Depth of lower soil zone (notionally infinite)

0] none Direct percolation factor (proportion of raif
bypassing soil storage

k h Linear reservoir time constant

K mm h Quadratic reservoir time constant

a nrs? Abstraction rate from quadratic reservoir

Other parameters

n, none Number of zones

Oc m’s* Constant flow (effluent or river abstraction)

T4 h Time delay

N none Number of channel sub-reaches

0 none Dimensionless wave speedyt\x

R&D Technical Report W241
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4. THE MIDLANDS CATCHMENT RUNOFF MODEL

4.1 Introduction

The rainfall-runoff catchment model used in the Mials Flood Forecasting System (M-FFS)
Is based on classical conceptual soil moisturewdany principles. An outline of the model,
previously known as the Severn-Trent Catchment Ruvodel, is provided by Bailey and
Dobson (1981) and Wallingford Water (1994). A schémof the model structure is shown
in Figure 4.1.1. The model comprises three mairestaan interception store, a soil moisture
store and a groundwater store. Rapid runoff is ig¢ed from the soil moisture store, the
proportion of the input to the store becoming rlimeéreasing exponentially with decreasing
soil moisture deficit. “Percolation” to the grounafgr store occurs when the soil is
supersaturated, increasing as a linear functioth@fnegative deficit. When supersaturation
exceeds a critical value, “rapid drainage” alsouoscas a power function of the negative
deficit in excess of the critical value (the soledlexcess water). This rapid drainage along
with rapid runoff forms the soil store runoff. Exaption occurs preferentially from the
interception store at a rate which is a fixed prtipa of the catchment potential evaporation.
A proportion of any residual evaporation demanthen met by water in the soil store, the
proportion varying as a function of the soil moistweficit. Drainage of the groundwater
store to baseflow varies as a power function ofewat storage, the exponent being fixed at
1.5. The total output, made up of baseflow and skite runoff, is then lagged and spread
evenly over a specified duration to represent tfeceof translation of water from the ground
to the catchment outlet. Finally, the flow is sniamt using two nonlinear storage functions,
one for routing in-bank flow and the other out-afk flow, the two components being
summed to give the catchment model outflow.

The more detailed operation of each component efMidlands Catchment Runoff Model
will be considered in the description of the mademulation which follows.

4.2 Model Formulation
1. Interception store

The interception store operates as a simple buwkahg a capacity, 3% and with water in
storage, S, increasing through the addition ofwater, P, until full when overflows,rgenter
the soil store as throughflow. A proportion, f, thle catchment atmospheric demand for
evaporation, E referred to here as the catchment evaporatiormes by water in the
interception store, or by a lesser amount if ster&gis not sufficient. Thus we have the
following sequential water balance operations foe tnterception store (dropping time
suffixes for simplicity):

Interception Storage S=S+P (4.2.1)

Throughflow (4.2.2)

— S - Smax S > Sma)(
Gr 0 otherwise
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Figure 4.1.1 The Midlands Catchment Runoff Model.
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Potential interception evaporatiog ,= f E, (4.2.3)

S
E, T E,>S>0
Residual evaporation demand E, =<0 E,<S<0
E. S<0
(4.2.4)
0 E,>S>0
S=
S-E, E, <S;S>0.

2. Soil store

The soil store has no defined capacity, calculatimmceeding on the basis of the amount of
water in deficit, D. Input to the soil stores, us made up of throughflow,rqfrom the
interception store plus any meltg, RFrom the snowmelt component, so thatgs#Ps. A
proportion of the input, c, does not enter theestout forms rapid runoff. This proportion
increases as an exponential function of the negal&ficit, from a minimum valug,@p to a
maximum value gax under the control of parametar(€igure 4.2.1a); thus

Rapid runoff proportion ¢ =min(c,,,,c, exp(-¢,D)) (4.2.5)
Rapid runoff g, =Cu, (4.2.6)
Soil moisture deficit D=D-(1-c)u,. (4.2.7)

In practice the calculation is carried out incretaéy, for each unit of input 41and the g
values summed to account more accurately for thdime@ar dependence of the runoff
proportion on the negative deficit.

Percolation to groundwater occurs only for negatleécits (D < 0) when it is governed by
the equation

q;mD -D,,<D<O0
— surp =
Op =1 = Dy (4.2.8)
qgwax D=< _Dsurp

max

where g is the maximum percolation rate parameter aggh I3 the soil store moisture

surplus parameter. Figure 4.2.1b illustrates tien fof the percolation function. The deficit is
updated using

D=D+q,. (4.2.9)
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(@) Rapid runoff proportion as a function of negative soil moistue deficit (moisture
surplus)

Runoff proportionc

"""""""""" Cma

Cimin

0 Soil moisture deficitD

(b) Percolation to groundwater as a function of negative soil moiste deficit
(moisture surplus)

Percolationg,

______________ max
9

-Dsurr 0 soil moisture deficitD

(c) Rapid drainage as a function of (negative) soil moisture deit, D (or excess
water, W = - ( Dsup + D) )

Rapid drainageyq

-Dsur 0 soil moisture deficitp
W ¢—

Figure 4.2.1 Rapid runoff, percolation and rapid drainage functionsin the Midlands
Catchment Runoff Model.
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Rapid drainage, g which like rapid runoff bypasses the groundwatere, is generated when
the negative deficit exceeds a critical valug,,Pand gives rise to “excess water” conditions.
Excess water is given by

W = _(DSUTP+ D) D <- Dsurp (4210)
and rapid drainage is governed by the power functio

WVd

= 4.2.11
o K. ( )

where yy is a soil function exponent and, ks a soil function coefficient. Figure 4.2.1c
illustrates the form of the rapid drainage functidhe deficit is updated using

D=D+q,. (4.2.12)
Soil store runoff, g is then
g.=9,*0dy- (4.2.13)

Finally, the soil store is further depleted by aegidual evaporation demand, Eccording to
the soil water evaporation function which gived sgaporation as

E.=fE (4.2.14)

where the transpiration factoy, i given by

Tp D< En?ax
f,=T, D>En'3in (4.2.15)
(D-e2 ), -T.) _
T, - 5 S otherwise
Emin - Emax

with T, < fy < Tp. Here T, and Ty, are the potential and minimum transpiration patanseand
E°_andEP.  the corresponding deficit values at which th@séihg conditions first apply.

Finally, the soil moisture deficit is updated using

D=D+E,. (4.2.16)
3. Groundwater store
The groundwater store behaves as a nonlinear stoséifp an exponent value of 1.5. It

receives percolation,,gfrom the soil moisture store as input and outpudaseflow, g The
groundwater storage is updated according to
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Sg=Sgtq, q,>0 (4.2.17)

and baseflow is given by the storage function

q, = i (4.2.18)
100K
with parameter i Adjustment to the storage then follows as
S, - S, >0
s,={ 0 0 77 (4.2.19)
0 otherwise.
4. Lag and spread of catchment runoff

The total runoff is the sum of baseflow and sakstrunoff, g+gs. This is lagged by a fixed
time interval,T, and spread evenly over a specified duration,nTorder to represent the
translation of water from the ground to the catchnoaitlet.

5. Nonlinear smoothing of catchment runoff

The last operation in the Midlands Catchment Ruiifflel is the application of a nonlinear
smoothing function to produce a smooth catchmetflavu hydrograph. Nonlinear storage
functions are used for in-bank and out-of-bank 8pwhich are treated separately as follows.
After first adding the lagged runoff to the in-cin@hstorage, ;§ the out-of-bank component
of the input and in-channel storage are calculated

u :{Slc_sbf S|c>Sbf

0 otherwise

(4.2.20)
SIC = Sbf SIC > Sbf '
The in-channel outflow is given by the nonlinearage function
o . <755,
0 = o S e = -3 (4.2.21)
75S, otherwise

where k, andy,, are the in-channel routing coefficient and exponArsimilar expression is
used to obtain the out-of-bank outflowg,drom the out-of-bank storage,-SUpdating of the
in-channel storage follows

Sc =S — 0, (4.2.22)
and for the out-of-channel store
Soc = Soc T Uoc - (4223)

R&D Technical Report W241 18



Finally, the total catchment outflow is calculate

q = qic+ qoc " (4.2.24)

4.3 Model Parameters

A summary of the model parameters used in the MadHaCatchment Runoff Model is
presented in Table 4.3.1 together with the uniexlus the model.
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Table 4.3.1 Parameters in the Midlands Catchment Runoff Model

Parameter Unit Description

f. none Rainfall factor

Shax mm Capacity of interception store

f none Fraction of catchment evaporation potemtiall
met by interception storage

Co none Minimum value of rapid runoff proportion

C1 mm* Parameter in rapid runoff proportion function

Crax none Maximum value of rapid runoff proportion

qre mm h* Maximum percolation rate

Dsurp mm Maximum soil store moisture surplus

Yd none Soil function exponent controlling rapid
drainage

Kqg hmm' ™ Solil function coefficient controlling rapid
drainage

Tp none Potential transpiration factor

Tm none Minimum transpiration factor

EC mm Deficit below which potential transpiration
factor applies

EP mm Deficit above which minimum transpiration
factor applies

Kg h mn?-° Time constant in baseflow storage function

4 h Time lag applied to total runoff

T h Duration of time spread applied to total runoff

Sot mm Channel storage at bankfull

Ker h=tmmt e In-channel routing storage coefficient

Yer none In-channel routing storage exponent

Kor h =Y mnt e Out-of-bank channel routing storage
coefficient

Yor none Out-of-bank channel routing storage exponent
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5. THE PROBABILITY DISTRIBUTED MOISTURE
MODEL

5.1 Introduction

The Probability Distributed Moisture model or PDBla fairly general conceptual rainfall-

runoff model which transforms rainfall and evapmnatdata to flow at the catchment outlet.

Figure 5.1.1 illustrates the general form of thedeio Runoff production at a point in the

catchment is controlled by the absorption capaaityhe soil to take up water: this can be
conceptualised as a simple store with a given géocapacity. By considering that different
points in a catchment have differing storage cdpsciand that the spatial variation of

capacity can be described by a probability distrdmy it is possible to formulate a simple

runoff production model which integrates the paimhoffs to yield the catchment surface
runoff into surface storage. Groundwater rechargenfthe soil moisture store passes into
subsurface storage. The outflow from surface abdwtiace storages, together with any fixed
flow representing, say, compensation releases fas®rvoirs or constant abstractions, forms
the model output. The components of the PDM moretascribed in more detail below.

Surface
p storage
Direct
l l l l runoff
S, >
Surface
T E T Y runoff
— °(
S
Recharge Groundwate
Probabilitydistributed v storage Op Baseflow
soil moisture storage

\ 4

S

Figure 5.1.1 The PDM rainfall-runoff model.
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5.2 Soil Moisture Store

Consider that runoff production at any point witlaniver basin may be conceptualised as a
single storage, or tank, of capacity iepresenting the absorption capacity of the cailmn
at that point. The storage takes up water fromfa#jrP, and loses water by evaporation, E,
until either the storage fills and spills, genargtdirect runoff, g, or empties and ceases to
lose water by evaporation. Figure 5.2.1(a) depatsh a storage, whose behaviour may be
expressed mathematically by

q:{P E-(c-s,) P>c+E (5.2.1)

0 P<c+E

where $ is the initial depth of water in storage, and vehBr E and g represent the depth of
rainfall, evaporation and the resulting direct riraver the interval being considered. Now

consider that runoff production at every point with river basin may be similarly described,

each point differing from another only with regaia the storage capacity. The storage
capacity at any point, ¢, may then be considerea r@mdom variate with probability density

function, f(c), so that the proportion of the riv@asin with depths in the range (c, c+dc) will

be f(c)dc.

The water balance for a river basin assumed to krage capacities distributed in this way
may be constructed as follows. First imagine thates of all possible different depths are
arranged in order of depth and with their open #panged at the same height: this results in
a wedge-shaped diagram as depicted in Figure b)2ILthe basin is initially dry so that all
stores are empty and rain falls at a net rate R fanit duration, then stores will fill to a depth
P unless they are of lesser depth than P whenwiikfill and spill. During the interval the
shallowest stores will start generating direct firamd at the end of the interval stores of
depth P will just begin to produce runoff, so tlla hachured triangular area denotes the
depth produced from stores of different depth dierunit interval. Since, in general, there
are more stores of one depth than another thelacioaff produced over the basin must be
obtained by weighting the depth produced by a stdra given depth by its frequency of
occurrence, as expressed by f(c). Now, at the étfieanterval stores of depth less than P are
generating runoff: let this critical capacity belavhich all stores are full at some time t be
denoted by CxC*(t) (C*=P in the present example). The proport@frthe basin containing
stores of capacity less than or equal to C* is

probcsc’)=F(c)=[¢ f(c)dc. (5.2.2)

The function F(.) is the distribution function dbee capacity and is related to the density
function, f(c), through the relation f(c)=dF(c)/dthis proportion is also the proportion of the
basin generating runoff, so that the contributirgpaat time t for a basin of area A is

At)=F(c (1) A. (5.2.3)
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(@) Point representation of runoff production by a single store

»
L

(b) Basin representation by storage elements of differenteghth and their associated

probability density function
storage

probability density, f(c) elemen

A

store
capacity, c

(c) Direct runoff production from a population of stores

Direct
runoff

store
capacity, c

Figure 5.2.1 Definition diagrams for the probability-distributed interacting storage
capacity component.
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The instantaneous direct runoff rate per unit drem the basin is the product of the net
rainfall rate,m(t), and the proportion of the basin generatingffjd=(C*(t)); that is

q(t) = 7(t) F(c" (t)). (5.2.4)

During the i'th wet interval, (t, tAt), suppose rainfall and potential evaporation ocaiu
constant rates;Rnd g, so that net rainfaltt=P-E;. Then the critical capacity, C&’, will
increase over the interval according to

c(t)=c )+ m(r-t) t<sr<t+at, (5.2.5)

the contributing area will expand according to (8)2and the volume of basin direct runoff
per unit area produced over this interval will be

V(t+4t) = [ q(r)dr = [ F(c)dc. (5.2.6)

—h c'

During dry periods potential evaporation will depléhe water content of each storage. It will
be assumed during such depletion periods that wateres between storages of different
depths so as to equalise the depth of stored \aatdfferent points within the basin. Thus at
any time all stores will have a water content, i@espective of their capacity, unless this is
less than Cwhen they will be full: the water level profile rass stores of different depths
will therefore always be of the simple form shownFigure 5.2.2(c). The assumption which
allows redistribution of water between storagedifferent size during depletion periods is
particularly important for real-time applicationd the model where the possibility of
updating the store contents is envisaged. Moor85)JLShows how this assumption, when not
invoked, leads to a more complex water accountmogguure which is less amenable to real-
time empirical state adjustment schemes. Partiguiarportant is that a unique relationship
exists between the water in storage over the asia whole, S(t), and the critical capacity,
C'(t), and in turn to the instantaneous rate of basitoff production, Q(t). Specifically, and
referring to Figure 5.2.2(c), it is clear that tb&al water in storage over the basin is

s(t) = [ ef(e)de+ ¢ () 2, f(c)de

(5.2.7)
= €9 (1-F(c))dc.

0
For a given value of storage, S(t), this can bel us®btain ((t) which allows the volume of
direct runoff, V(t+#t), to be calculated using equations (5.2.6) togretith (5.2.5).

The dependence of evaporation loss on soil moistangent is introduced by assuming the
following simple function between the ratio of aatto potential evaporation,’;fE;, and soil
moisture deficit, QaxS(t):

Ei' =1- {(Smax ~ S(t))} e; (528)
E S

max
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either a linear (=1 soE; =(S(t)/SnayEi) or quadratic form (2) is usually assumed. Here,
Smax IS the total available storage, and is given by

Smax = |7 Cf(c)de= [ (1- F(c))dc =T, (5.2.9)
whereC is the mean storage capacity over the basin.
Further loss as recharge to groundwater may bedated by assuming that the rate of

drainage over the interval,, diepends linearly on basin soil moisture contetttestart of the
interval i.e.

di =k (S(t)-S) (5.2.10)

where kis a drainage time constant with units of invdisee, k is an exponent (usually set

to 1) and $is the threshold storage below which there is randge, water being held under
soil tension. An alternative formulation is aval@lwhich allows recharge to depend on both
soil and groundwater storage for use in catchmehisre soil/groundwater interactions are

important. Consider recharge into a groundwaterestd maximum capacitys; . Then a
groundwater deficit ratio may be defined as
max __ t
oft) =22 > S 1 (5.2.11)

max
Sy

where $(t) denotes the groundwater storage at time t. T&ii® can be used to define a
groundwater demand factor between 0 and 1:

olt))? olt)<a
g ! J otherwise

f(t)= (5.2.12)

which achieves a maximum for values of the defiatio g(t) in excess ofi. It is then
reasonable to suppose that the recharge depthtloanterval, [} will increase with soil
storage, S(t), and with the groundwater demanafafgt), according to

Di = (Dsatt (Smax — Dsar) T () :(t) . (5.2.13)

Here the maximum possible recharge deptheRa.At, with g the outflow from the
groundwater storage wher($ equalsS;™ . Note that the drainage rate over the interval is

di=Di/At. There are thus only three parameterg3 and ga: (with S thereby implied from

its storage function). It is seen that, for a s#ea soil store, recharge is diminished when the
groundwater demand factor is less tllgrwhen the soil ceases to be freely draining. This
formulation derives from a reparameterised fornpefcolation model used in the National
Weather Service rainfall-runoff model (Burnastal, 1973; Gupta and Sarooshian, 1983).
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A third recharge formulation is available which @s®s that there is no soil drainage, d
Direct runoff is split between a fractienwhich goes to make up surface runoff and a fractio
(1-a) going to groundwater storage.

With both losses to evaporation and recharge, ¢éheamnfall, 75, may be defined in general as
7=P-E -d, . (5.2.14)

During a period when no runoff generation occuenthfor this general case, soil moisture
storage accounting simply involves the calculation

S(r)=s(t)+7 (r-t) tsr<t+4t0<9(r)<S,,. (5.2.15)

When runoff generation does occur then the volufmemoff produced, V(tAt), is obtained
using (5.2.6), and then continuity gives the regleed storage as

St + 1) = St) + mat -Vt + 4) Slt+4t)<s., (5.2.16)
R otherwise o

If basin storage is fully replenished within theewval (t,t#At) then V(t#t) should be
computed from continuity as

V(t+ 4t) = 77 4t = (Spae — S(t))- (5.2.17)

The above completes the procedure for soil moistaoeunting and determining the value of
runoff production according to a probability-dibuited storage capacity model. Figure 5.2.2
provides a graphical representation of this procedor a wet interval (t,tAt) during which
soil moisture storage is added to by an am@&S{t+At)=t5At-V(t+At), and a volume of direct
runoff, V(t+At), is generated.

A specific application of the procedure can be tgyed for a given choice of probability
density function. Analytical solutions of the intatp in the probability-distributed storage
capacity model component (specifically equation2.@§ and (5.2.7)) are presented in
Institute of Hydrology (1992) for a range of possilistribution types. After a number of
trials on alternative distributions, a Pareto dbsttion of storage capacity is now most widely
used in practice and will be used here to illustegiplication of the method. The distribution
function and probability density function for thdsstribution are

F(c)=1-(@1-c/c,, ) 0< C< Coae (5.2.18)
b-1
f()=9Fle) - b (1— C] 0< C< Coax (5.2.19)
dc Cmax Crmax
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where parameterx is the maximum storage capacity in the basin,gardmeter b controls
the degree of spatial variability of storage cajyaciver the basin. These functions are
illustrated in Figure 5.2.3: note that the rectdagdistribution is obtained as a special case
when b=1, and b=0 implies a constant storage cgpacer the entire basin. The following
relations apply for Pareto distributed storage cies:-

Spax = Coa/ (0 +12), (5.2.20a)
S(t) = Spmdl~ (L= C* ()/Co)™ (5.2.20b)
C* (t)2C L~ (1= S(1)/ S}, (5.2.20¢)
V(t+at=mat - S, - CF /e, )™ - 0-C* (t+ ) /e, )™ (5.2.20d)

The relationship between rainfall and runoff imgliby the above expressions, for given
conditions of soil moisture, is presented in Figbr24. A related, if not similar, procedure
forms the basis of the Xinanjiang model developg@®bn Jun Zhao and co-workers in China
(Zhao and Zhuang, 1963; Zhatal, 1980) and most recently popularised and extetged
Todini, 1996) in the form of the Arno model in fallndeed, Moore (1985) traces back the
origins of such probability-distributed principles hydrology to the pioneering contribution
of Bagrov in 1950, working in what was then the BSS

S 10C
~ Cmax: 140 80
Direct b=0.4 Initial
Runoff ' 60 Storage
vV mm | (Snax=100) Smm
40
20
0
o
O —]
—
o | 3 | |
0 10C ] 20C
A Net rainfall,P-E

Snax

Figure 5.2.4 Rainfall-runoff relationship for the probability-distributed interacting
storage capacity model, using the Pareto distribution of storage capacity.
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5.3 Surface and Subsurface Storages

The probability-distributed store model partitiorenfall into direct runoff, groundwater
recharge and soil moisture storage. Direct runeffouted through surface storage: a “fast
response system” representing channel and othertréasslation flow paths. Groundwater
recharge from soil water drainage is routed throaghsurface storage: a “slow response
system” representing groundwater and other slow fi@ths. Both routing systems can be
defined by a variety of nonlinear storage resesvoir by a cascade of two linear reservoirs
(expressed as an equivalent second order transhetidn model constrained to preserve
continuity). The choice of nonlinear storage ind@sidthe linear and quadratic storages
reviewed in the context of the TCM and IEM togethgth exponential, cubic and general
nonlinear forms. A cubic form is usually considergust appropriate to represent the
groundwater storage. In this case where d=Sapproximate solution utilising a method due
to Smith (1977) yields the following recursive etjol for storage, given a constant input u
over the interval (t, tAt):

S{t+ atesit) - - 512 (t){exp(— 3kS” (t)at) - 1Hu - ks*(t)). (5.3.1)

Discharge may then be obtained simply using thdimear relation

q(t +At) = kS3(t+ At). (5.3.2)
Solutions for the other nonlinear forms are preseirth Appendix A. When used to represent
groundwater storage, the input u will be the drgéneate, d from the soil moisture store and
the output qg(t) will be the “baseflow” component fddw qy(t). Explicit allowance for
groundwater abstractions is incorporated in a neension of the PDM which can also make
use of well level data. The theoretical basis o éxtension is outlined in Section 5.4.
The most commonly used representation of the seigemrage component is a cascade of two

linear reservoirs, with time constantsdad k, expressed as the discretely coincident transfer
function model

g, = —51qt_1 -0 qt_2+ ol T Ui (533)
with
=3+, 620,00, o =expl-A/k), &,=exp-at/k,)
k1(51 _1)_ k2(52 _1)

= £
b k2 _ k1 ki 7 ko

(5.3.4)

= kz(gz_l)f:tl(&_l)gz k1¢ K»
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0)0:1_(1+At/k1)5§ k =k,

w=(5 -1+ /)5 Kk =k,

Here At is the time interval between times t-1 and t @&nid assumed that the input is
constant over this interval. In this case the inpthe volume of direct runoff, V(t), generated
from the probability-distributed soil moisture staand the output;quill be the surface flow
component of the total basin runoff(t} The total basin flow is given by©+q,(t), plus a
constant flow, g representing any returns or abstractions.

5.4 Groundwater losses

Water held in groundwater storage can be lost écstirface catchment by artificial pumped
abstractions, by underflow below the gauged catchirosatlet or by spring flow external to
the surface catchment. Losses via underflow andgiow will be considered later. In the
case of abstractions, a, the nonlinear storagerythedroduced in Section 5.3 requires
extension to consider the case of negative nettitpustorage, u, and the possibility of
storages being drawn down below a level at whiolv fat the catchment outlet ceases. This
extension allows for the modelling of ephemeratatns typical of catchments on the English
Chalk.

Formally, we can define the input to the nonlingtarage, u, as recharge d, less abstractions,
a, dropping the time suffix for notational simpfici With u=d—a, the prospect arises of
negative inputs to storage leading to the cessatidiow. Consider the time interval (t,At)
within which cessation of flow occurs after a tiffie Using the cubic storage, g=kSor the
purposes of illustration, then equation (5.3.1)egithe time to flow cessation, T’, by solving

0=5(t)- 3k82 fexp-3ks* (t)1) - -ks* (1))
which gives
.1 3kS*(t)
T __3k82(t)|n{1+u > 3()} (5.4.1)

Now consider an extended form of storage is comnediged which, instead of emptying at
zero flow, allows for further withdrawal of wateorf abstraction (Figure 5.4.1). Then the
“negative storage” at the end of the interval carcalculated as
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St +at)=u(aT -T')

_ 1 3kS*(t)
= uAt{1+ s (t)At In{1+ — (t)}} (5.4.2)

- uAt{1+ aAtqlzlg(t) '”{“ ug—qg()t)}}

where a = 3K,

With further abstractions from storage the negasterage can be calculated by simple
continuity. When recharge exceeds abstractionstiiage is replenished and at some time
flow is initiated once more. The time interval witithe model intervalit that this occurs is
calculated by simple continuity and the residualetinterval used in equation (5.3.1) in place
of At (with S(t)=0). The normal calculations apply vehilthe storage is in surplus.
Expressions for the time to flow cessation, T , #imel initial negative storage, S{it), for
other types of nonlinear store are given in Apperdi’.

A
D
A
Shax
Dmax
S
g, =@-a)q, Baseflow
v ...y %
\qe=aq{) Externalspring flow
Losses
vl _ — q, Undeflow

Figure 5.4.1 Conceptualisation of extended nonlinear storage.
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If well measurements of groundwater level are add it is possible to relate the model
storage, S§S(t), to the well level, WAW°(t). Well measurements normally record the deth
the water table from the ground surface. By inteddg a maximum groundwater storage,
Smax then the groundwater storage deficit can be Gatled as

D=S._-S (5.4.3)

for both positive and negative values of S. Thagagle deficit can be used to calculate the
depth to the water table as

W=YD. (5.4.4)

Here, Y; is the specific yield of the groundwater reseryvdefined as the volume of water
produced per unit aquifer area per unit declinehydraulic head. This dimensionless
parameter takes values typically in the range @Q®D.3 (Freeze and Cherry, 1979). An
additional datum correction may be required toteel/ to observed well levels, W°. The
above provides the basis of incorporating well lemeasurements into both the model
calibration process and the model state updatiaggaiure. This will not be discussed further
here.

Having extended the theory of nonlinear storage efsodo accommodate pumped
abstractions, it is now appropriate to considercitreceptualisation of losses to underflow and
external spring flow. Flow emerging from the cat@mnbeneath the ground surface of the
gauging station is referred to here as underfléws feasonable to suppose that underflow is
controlled by the hydraulic head and thus the wiatstorage. If Rax is the maximum deficit
for underflow to occur then the rate of underfloande defined as

0 =K, (Dpa = D). (5.4.5)
where k is the underflow time constant (units of inverges).
The normal outflow from the nonlinear reservois, arising from positive values of storage,
S, has been assumed to be the baseflow componéme dibw at the catchment outlet. An

extension allows a fractiom, to contribute to springs external to the catchinwvemilst the
remaining flow, (1€)q, contributes as baseflow at the catchment outlet

5.5 Model Parameters

The parameter and structure options in the mogesammarised in Table 5.5.1 below. Note
that a rainfall factor, .f is incorporated in the model to allow conversioina rainfall
observation to rainfall, P, thereby compensating éffects such as lack of raingauge
representativeness.
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Table 5.5.1 Parameters of the PDM model
Parameter name Unit Description
fe none rainfall factor
Td h time delay

Probability-distributed store

Cmin mm
Cmax mm
b none

Evaporation function
be none

Recharge function

1: Standard
K h mnt9?
by none
S mm
2: Demand-based
o none
B none
Geat mm H*
3: Splitting
o none

Surface routing

Ks h
Groundwater storage routing

kb h mrﬁ“’l

m none

minimum store capacity

maximum store capacity

exponent of Pareto distribution
controlling spatial variability of store
capacity

exponent in actual evaporation function

groundwater recharge time constant
exponent of recharge function
soil tension storage capacity

groundwater deficit ratio threshold
exponent in groundwater demand factor
function

maximum rate of recharge

runoff factor controlling the split of
rainfall to surface and groundwater
storage routing when no soil recharge is
allowed

time constant of cascade of two equal
linear reservoirs (&k;=k»)

baseflow time constant

exponent of baseflow nonlinear storage
constant flow representing
returns/abstractions
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6. NONLINEAR STORAGE MODELS: THE ISOLATED
EVENT AND ISO FUNCTION MODELS

6.1 Introduction

Nonlinear storage models commonly occur as oneape mlements in many conceptual models
of the rainfall-runoff process. The outflow frontanceptual model store=gj(t), is considered
to be proportional to some power of the volume afawheld in the storage=$(t), so that

q=kS", k>0 m>0. (6.1.1)

The storage, for example, could be a soil colummarifer storage at the catchment scale.
Combining the power equation (6.1.1) with the eiquadf continuity

ds
—=u-g, 6.1.2
m q ( )

where e u(t) is the input to the store (e.g. effective fali), gives

%: a(u—q)qb, g>0,-w<b<l, (6.1.3)
where a=mK™ and b=(m-1)/m are two parameters. This ordinafferintial equation has

become known as the Horton-lzzard model (Dooge31@id can be solved exactly for any
rational value of n (Gill, 1976, 1977).

In this Section two specific nonlinear storage n®dkeveloped and applied in the UK are
reviewed. The first is the Isolated Event ModelEX, originally developed for design use as
part of the UK Flood Study (NERC, 1975), which eaysl a quadratic storage function (m=2 in
(6.1.1)) so that b=% in the Horton-lzzard equatibine second is the Input-Storage-Output or
ISO-function model (Lambert, 1972) which employdirear storage function (m=0, b=0),
and/or an exponential storage function which yi¢l#s Horton-1zzard equation with b=1. The
IEM and ISO-function models are reviewed in thetngo sub-sections. Annex | provides
further background on nonlinear storage modelseimegal, including analytical derivations of
the forecast equations for the linear, quadratid erponential storage cases used in this
Section.

6.2 The Isolated Event Model

6.2.1 Classical formulation

The Isolated Event Model, or IEM, was originallywetped for design applications as part of
the UK Flood Studies Project (NERC, 1975). In maggpects it is very similar to the single

zone representation of the Thames Catchment Madeding the Penman stores concept and
a quadratic reservoir for routing. However, the aséhe Penman stores concept is not done
as part of an explicit soil moisture accountinggaaure as is the case with the TCM. Rather
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the soil moisture deficit it provides is used asimgticator of catchment wetness within an
empirical equation which relates the proportionrahfall that becomes runoff (the runoff
coefficient) to the soil moisture deficit, D. Splezlly the exponential function

f = aexp- M) (6.2.1)

is used wher@ is a parameter with units (mm watéRnda is a dimensionless parameter.
Note that the IEM uses as standard a Penman ufiperaf depth 75 mm, the root constant
for short grass, with no bypassing=0). Because the original formulation was eventlbas
and for design, the runoff coefficient, f, was applto the whole storm and D was the soil
moisture deficit at the start of the storm. Theapagtera can be interpreted as a “gauge
representativeness factor” since, with zero defgaturated conditions), a proportiarof the
rain becomes runoft.

In the IEM approach the storm rainfall time serigsnultiplied by the factor f to give an
“effective rainfall” series. This is then subjeata time delay before being used as input to the
quadratic storage reservoir. The hyperbolic fornthefsolution (equation (3.2.8) or (1.10b)) is
used to calculate the outflow from the reservoirchtforms the IEM model flow prediction.

6.2.2 Real-time formulation

In real-time flood forecasting applications the cept of an “event” is often an awkward
notion to work with. It becomes more natural thenléfine f as a time variant function of the
deficit D, maintained as a water balance calcutatimoughout the storm. Thus we have

f.=aexd- D). (6.2.2)

The calculation of P throughout the storm can be achieved using themBenstores
employed within the Thames Catchment Model, an@eddcan be calculated continuously
between events. In practice the latter is mostheaghieved (at least in off-line model
calibration mode) using daily rainfall data and ailydtime step, changing to the smaller
interval of the flood event data at the start othe@vent. Note that in the IEM model
formulation no use is made of the outflows from Benman stores, only the deficit as an
index of catchment wetness and its impact on ttsliag volume of flood runoff. In many
respects the use of the IEM was as an engineexpgdent at a time when continuous
rainfall records were not widely available at tihetitute of Hydrology and the soil moisture
deficit calculated routinely at the Meteorologidaffice provided a readily available, and
succinct, source of information on the antecedenttions of selected flood events. In the
1990s there is no real justification for keepingsta modelling components separate. It is also
more attractive to use the Penman stores conceptamsof an integrated, explicit water
account model, as is done in the TCM, rather thaough invoking an empirical function to
account for “losses” as is the case with the IEMwdver, whilst it may be more attractive it
does not necessarily ensure superior forecastpegface and it is one of the purposes of this
study to assess the accuracy of the forecaststfrertwo models.
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6.2.3 Further modifications

Further modifications of the classical IEM formidex resulted from trials undertaken in the
context of the study by Mooret al. (1993). The first is to replace rainfall by neinfall
(rainfall less evaporation) prior to applying tlaetor f to yield effective rainfall.

Specifically, effective rainfall is defined as

fA\P-E P>E
u, :{Ot( ) P<E (6.2.3)

where P and E denote storm rainfall and potenuaperation respectively.

The second modification is to replace the simpheetidelay on the effective rainfall by a
triangular time delay function. Thus the inflowttee quadratic storagse, is given by

TstTe

[ = 2 Wrler (6.2.4)

T=rg

where w is the triangular weighting function defined by

\N(T_TS)/TP TS<TS(TS+TP)
Wr: \N(Ts-l_re_r)/(re_rp) (T5+Tp)<TS(TS+Te)
0 elsewhere

(6.2.5)

Szew, =1
Ts

and the outflow, gis calculated according to equation (3.2.8). filn@ modification is that a
constant flow, g can be added tq tp give the total basin outflow,:Q

The EA Thames Region implementation of the IEM aises a form of smoothing delay, but
this differs in using a less general form of weig@tfunction.

6.2.4 Model parameters

The similarity between the IEM and a single zonetled TCM has been exploited by
implementing the IEM as a variant on the TCM. TE&lIparameters are as for a TCM zone
with n=1, A equal to the catchment areg=Fo, R—=999 andyp, k, a,Tq and N set to zero. The
remaining parameters, together with additional metars specific to the IEM, are listed in
Table 6.2.1.
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Table 6.2.1 Parameters of the Isolated Event Model

Parameter name Unit Description

a none Coefficient in runoff proportion equation

B none Exponent in runoff proportion equation

K mm h Quadratic storage constant

Ts h Delay to start of smoothing triangle

Tp h Delay from start to peak of smoothing triangle
Te h Delay from start to end of smoothing triangle
o m® st Constant flow

6.3 ISO-Function Models

Lambert (1972) introduces a class of model whichrdfers to as ISO-function models, or
Input-Storage-Output function models. The ISO-fiorcmodel belongs to the class of models
that are based on the Horton-lzzard equation, olimear storage model given by the equation

dqg b
—= - . 6.3.1
" a(u-9)q (6.3.1)

where ¢ is the runoff rate, u is the input of ralhbver an interval and andb are model
parameters. This equation has been consideredopsdyiin relation to the IEM, TCM and
PDM models and reviewed in detail in Appendix Ae8fically, Lambert (1972) considered
the logarithmic storage function, 8nq, and the linear storage function,k8§swherek is a
model parameter appropriate to the two functions.

First, we will consider the logarithmic case. WHe in the nonlinear storage model (6.3.1)
then Moore (1983) shows that the model derives ftloenexponential storage equation

Inq =y +aSorq=exdy+as) (6.3.2)

where a is the same parameter as appears in (6.3.1)y adn intercept parameter which
differentiates out in the derivation of (6.3.1).eTbxponential storage equation of (6.3.2) is
simply a generalised form of the logarithmic sterfgnction Sxing used by Lambert and both
are encompassed by equation (6.3.1) with b=1. Natiethe basis of the model is that the rate
of change of storage is inversely proportional e tischarge since dS/dig. Integrating
equation (6.3.1) with b=1 gives the forecast equati

o - q
o (qt /U)+ (1_ o /u)exd— aTu)
_ 0,
~ exp(-aTu)+ (q, /u)L-exp- aTu))’
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This is the “log-storage” model, or more propetig texponential storage model, derived by
Lambert (I1972), and which is in current use forofloforecasting on the River Dee (Central
Water Planning Unit, 1977).

The linear case based on the storage functiomgSks represented by the Horton-1zzard
equation when b=0 and a=kZis a time constant with units of inverse timeegrating (6.3.1)
in this case gives the forecast equation

Qper = g™ G+ (1 - e_Tk)u' (6.3.4)

In practice, allowance is made in the ISO-functioodel for a time delay, b, between rainfall
and runoff so u is understood to refer {g in the forecast equations above.

For the recession case when the input, u=0, theeidtrton-lzzard equation can be solved for
b#0 to give the forecast equation:

-1/b

0., = (" +abT)™ bz0; (6.3.5)

which for the logarithmic case (b=1) gives

-1

Ot = (OI{1 +aT) : (6.3.6)
For the linear reservoirs case when b=0, thendesgon when u=0 the forecast equation is
O = XA~ KT)q,. (6.3.7)

A special feature of Lambert’'s application of tls&OHHunction model is to allow the storage-
discharge function to be made up of different segmediffering in terms of the type of
storage function (linear or logarithmic) or the graeter value used. The choice of flow
ranges and functions to be applied is guided byimrap storage-discharge curves obtained
from recession analysis of historical hydrographs.

When the forecast equations are used in practiegereed values of the quantities (g and u)
on the right hand side of the equation are empldgeget the one-step ahead flow forecast.
Forecasts for higher lead times are simply obtaime@ recursive fashion by using the
previous flow forecast in the right hand side for(Itjis assumed that some form of rainfall
forecast is available for u in constructing fordsasith lead times beyond the time delay, b.)
This form of recursive forecast construction in@rgiing the most recent observed flow is a
simple case of state updating discussed furth8eution 12.
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7.  US NATIONAL WEATHER SERVICE SACRAMENTO
MODEL

7.1 Introduction

The US National Weather Service (NWS) rainfall-riimoodel is also called the Sacramento
Soil Moisture Accounting Model or simply the Sacemto Model. It was developed in the
early 1970s at the NWS River Forecast Centre imgdaento (California), principally by Bob
Burnash and Larry Ferral, as a classic lumped, eqatn@l, soil moisture accounting model.
The basic source document is the report by Buretah (1973).

A schematic of the model is shown in Figure 7.1Hiclw highlights that the model comprises
three principal storages:

(1) unsaturated zone stogenerating direct runoff to the basin outlet aaihfall excess
feeding the saturated zone below after a propodanributes to surface runoff;

(i) saturated zone storgenerating interflow and draining downwards ascplation to
the groundwater zone; and

(i)  groundwater zone stonehich is divided into water held under tension avater that
is free to drain, both contributing to basefloweaflosses have been taken into
account.

An indicative account of the model formulation émis which, like the model schematic, may
not be accurate in detail but serves to communit&tenain form and function of the model.

7.2 Model Formulation
1. Unsaturated zone store

Evaporationfrom the unsaturated zone storagg,réduces linearly with water in storage, S
from the potential rate, E, when the store is foltapacity,5*, to zero when empty, such
that

E.=E_> (7.2.1)

max "
Sy

Direct runoff qq, is generated from the fraction of the catchmhat ts impervious, f, such
that

q,= P (7.2.2)

where P is rainfall. The impervious fraction f camsps the fixed fraction of the catchment
that is impervious,;f together with the additional fraction which deygd as tension water
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Figure 7.1.1 The US National Weather Service Sacramento Rainfall-Runoff Metl
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requirements are met,,fso that f=f+f,,. Since §, is limited to a maximum valué_, the
potential (maximum) impervious fraction ig.f=fi+f .

Rainfall excesss then calculated by continuity as
P.=P-Es—q, (7.2.3)
which passes downwards to the saturated zone store.

2. Saturated zone store

Surface runoffgs, is generated as a fraction (1-f) of the rainéaitess

d,= Pe(1- 1) (7.2.4)
leaving a residual rainfall excess to enter tharsétd zone store, such that

P.= P-E,- fP=P(l- f)-E.. (7.2.5)

Interflow, g, from the saturated zone store is proportiondheéowater in the saturated zone
store, § with an adjustment for the potential impervioretion f,ax such that

0= ki Ss (L= Fra) - (7.2.6)

The lateral flows generated from the unsaturatet saturated zone storages are summed to
give

Oae= gt 05T G (7.2.7)
and routed using a classical unit hydrograph cartian to give

Que= V)0, (t—7)dr (7.2.8)
wherev (1) is the impulse response function and t is time.

Channel evaporatiors accounted for as a simple fraction, c, of tbeeptial evaporation, so

E,=cE. (7.2.9)

Drainage (percolation) from the saturated zone into theugdwater zone occurs as a
function of the degree of saturation in the saadatone and the deficit in the groundwater
zone, so

s
d= kb(]ﬁ Vi:Sgsm:XSg:| ] S?Zx (7.2.10)
g
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where 5 - 5, is thetotal deficit in the groundwater zone (all compartmeais) k, y andd
are model parameters.

3. Groundwater zone

Drainage (percolation) to groundwater is split Egwtension watelS, andfree waterSy
such that

Se= (L~ p)d (7.2.11)
Syt = pd (7.2.12)

where p is a parameter determining the split. Apprtion, g, of the free water in the
groundwater zone is held in reserve and not useeplenish the tension water deficit.

Tension watersupplies evaporation loss from groundwater asretion of the potential
evaporation still to be satisfied and the proportad total tension water storage that arises
from the groundwater zone; that is

Sgt

E,=(E- ES)W
t gt

(7.2.13)

Free wateris split between primary and secondary compartsjemith maximum storage
capacitiesg;* and 5 respectively, and generating separate basefloves diy

(i) primary baseflow

00 = Kgp Sp(1= o) (7.2.14)
(ii) secondary baseflow

05 = Kgs SE(1- o) (7.2.15)
Total baseflows then given simply as

Q=0+ . (7.2.16)
Effective baseflows calculated after taking into account lossess@

4=~ G- (7.2.17)

The total flow at the basin outlet is given by than of the effective baseflow and the routed
lateral flows from the unsaturated and saturated zborages.
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7.3 Model Parameters

A summary of the model parameters used in the NWsldlis presented in Table 7.3.1
together with the units used in the model.

Table 7.3.1 Parameters of the NWS Model

Parameter Unit Description

fi none Rainfall factor
fi none Fraction of the catchment that is impervious
fo none Maximum additional fraction of impervious avdaich

develops as tension water requirements are met

c none Fraction of the catchment covered by strekakas and
riparian vegetation

S mm Capacity of unsaturated zone tension water store

S mm Capacity of unsaturated zone free water store

Ki day* Rate of interflow from saturated zone

y none Proportional increase in percolation from rsaéd to dry
conditions

o none Exponent in equation for percolation rate

S mm Capacity of groundwater zone tension water store

S mm Capacity of groundwater zone secondary freengtbeage

Kgs day* Lateral drainage rate from secondary groundwaire z

Sl mm Capacity of groundwater zone primary free waterage

Kgp day’ Lateral drainage rate from primary groundwaterezon

p none Fraction of percolated water going diretdlgroundwater
zone free water store in preference to tensionvgibee

rs none Fraction of groundwater zone free water wati@ble for
resupplying lower zone tension water store
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8. THE NAM MODEL

8.1 Introduction

The NAM Model is a classical lumped conceptual nhadehe rainfall-runoff process. NAM
as an acronym stands for Nedbgr-Afstramnings-Mo@elnish for precipitation-runoff-
model, and was developed at the Technical Uniyed§iDenmark. A schematic of the main
features of the model is shown in Figure 8.1.1sThghlights that the model is made up of
three main storage elements:

(1) upper zone storageepresenting vegetation, depressions and neacsu(tultivated)
soil;

(i) lower zone storageepresenting the root zone and the main soil bagzand

(i)  groundwater storagespresenting water bearing rocks.

Overland flow together with interflow generatednfraghe upper zone storage and baseflow
generated from the groundwater storage experietai@nal routing and are summed to give
the total model flow at the basin outlet.

8.2 Model Formulation

The following provides a summary of the mathemétioactions employed in the different
elements of the model. The precision of the summedigcts access to the Reference Manual
but not the source code and the need for somepretation as a result. Notation is clarified
by avoiding the computer coding acronyms used byRéference Manual.

1. Evaporation
Evaporation, g occurs at the potential rate, E, given sufficieater in the upper storage, and

then at a reduced rate proportional to the degreeaturation of the lower storage.
Specifically,

E
S =2E
E. = S u 8.2.1
2 S, +Sm(ax (E-S.,) otherwise ( )
4

where § and $ are the water storage depths in the upper andrlaage andS™ is the
maximum capacity of the lower zone.

2. Net rainfall and infiltration

Net rainfall, R is not clearly defined by the NAM documentatiorHlD1992) but appears to
be given by

P,=max0,P - E.—q - (ST~ s.)) (8.2.2)
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Figure 8.1.1 The NAM rainfall-runoff model.
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where rainfall P is reduced by evaporation, mterflow, q, and addition to storage
(sj”ax—&). This leaves infiltration to the lower zone staatpfined as

i=P,—0, (8.2.3)
where @ is overland flow

3. Overland flow

Overland flow only occurs when the saturated faacof the lower storagg,/ ™ exceeds a

threshold proportion?. The magnitude is proportional to the degree a@esg and the net
rainfall, such that

an|:(S(/f(_To_T[ ):| S?/S/maX>T/O
(

q, = (8.2.4)

0 otherwise

where f is the overland flow runoff coefficientdanensionless parameter in the range (0,1).

4. Interflow

Again, interflow only occurs when a critical satima fraction of the lower storage is
exceeded, the threshold in this case being denptedhe magnitude is directly proportional
to the degree of excess such that

K {(S” [S™ T, )} S, /S™ >T,
1-T,

q = (8.2.5)

0 otherwise

where kis the interflow storage coefficient.

The above must be subject to the constraint tleaietis sufficient water available to the upper
store to sustain this interflow (the documentatitmes not make this clear). An alternative
conjecture is that interflow is actually generabexin water in the lower storage and that the
model schematic is wrong.
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5. Groundwater recharge

Drainage of water from the lower storage into tleugdwater storage is referred to as
groundwater recharge, d. It is directly relatedh®e infiltration entering the lower storage, i,

and its degree of saturation in excess of a critmashold for drainage to occuf,”, such
that

; S/Smax_Td max
I{( [ 1[_de ()} S, /s >T,

d= (8.2.6)

0 otherwise.

Continuity gives the update equation (omitting tiopelate notation for simplicity) for lower
zone storage as

S, =S, +i-d. (8.2.7)
6. Groundwater storage and baseflow

The groundwater storage releases water as baseflone of two ways. The simple scheme
uses a linear reservoir conceptualisation suchseflow

k,S S, 20
=4 979 ¥ 8.2.8
% {O otherwise (8.2.8)

where § is the water in groundwater storage above a zef@rence (negative values are
possible) and kis a time constant parameter. The second schem® tai conceptualise a
shallow reservoir typical of lowland catchments hwilittle topographic variation and the
potential for waterlogging. In this case baseflgwpioportional to the water table depth above
the maximum drawdown of the groundwater reservair ia given by

:{ngS(D;naX - Dg) D, < Dgrlnax (8.2.9)
o 2.

0 otherwise

where 0 is the depth of the water table below a zero dawttaining a maximum value of
Dy, kg is a time constant parameter and i¥ the specific yield of the groundwater

reservoir.

7. Upward capillary flux

Water can transfer upwards from the groundwateerves to the lower zone storage by
capillary action. The capillary flux, c, is proportal to the square root of the deficit in the

lower zone storage and inversely proportional ®dhawdown in the groundwater reservoir,
such
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1/2 -a
o= [1—%] (%] . (8.2.10)
! g

If ¢ has units of mm da¥then the parameteris given by the empirical relation

a =15+ 045D} (8.2.11)

where D; is the depth of the groundwater table at whioh d¢apillary flux is 1 mm day
when $=0.

The depth to the water table is updated from coitgiras
Dy=Dg-d+c+atq, (8.2.12)

where a is an allowance for pumped abstractions.
8. Routing of lateral flows

Overland flow and interflow are summed and routeddpresent translation through the
catchment using two linear reservoirs in serieshwitme constants ;kand k. To
accommodate a linear response for near surfaces flovd a kinematic response for above
surface flows (classic overland flow) at highemfloates, the time constants are modified to
follow the form

min

K, d, <q,

k= ’ 8.2.13
kp {%} otherwise ( )
do

min

where g;" is a threshold above which kinematic overland flaweurs ang is a parameter,

set to 0.4 mm Rrand 0.33 respectively. Herg, #enote the original linear parameterisation
(k1 Or ko).

As a final step all the lateral components of stridaw — overland flow, interflow and
baseflow — are routed together through a finaldirreservoir to obtain the total flow response
at the basin outlet. This step is not made cleginénmodel schematic in the NAM Reference
Manual. The NAM model also allows for feedback ef$ewithin the catchment where
irrigation water from groundwater and/or river watan form an input to the model in
addition to rainfall. This features within the gation module available for modelling
catchments with major irrigation schemes: thisasreviewed further here.

8.3 Model Parameters

A summary of the model parameters used in the NAMO#® is presented in Table 8.3.1
together with the units used in the model.
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Table 8.3.1 Parameters of the NAM Model

Parameter Unit Description

S mm Maximum capacity of upper zone storage

S mm Maximum capacity of lower zone storage

D™ mm Maximum capacity of groundwater storage

T° none Critical saturation fraction of lower storage

' above which overland flow occurs

f none Overland flow runoff coefficient

T none Critical saturation fraction of lower storage
above which interflow occurs

ki mm H* Interflow storage coefficient

T¢ none Critical saturation fraction of lower storage

' above which drainage occurs

Kg ht Baseflow time constant

Ys none Specific yield of groundwater reservoir

D™ mm Maximum depth of water table below zero
datum

D; mm Depth of water table at which capillary flux is
1 mm day* when the lower zone storage is
empty

ki, ko ht Time constants of two linear reservoirs in

series used to route the sum of overland flow
and interflow

qgni” mm ht Threshold above which kinematic overland
flow occurs

B none Exponent in kinematic overland flow threshold
function
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9. A SIMPLE DISTRIBUTED MODEL: THE GRID MODEL

9.1 Introduction

In order to fully exploit the distributed nature @dar data the Grid Model (Mooet al,
1992; Bell and Moore, 1998) is configured so astare the same grid as that used by the
weather radar. Each radar grid square is concegddalin the catchment as a storage
mechanism which receives water in the form of pig&iion and loses water via overflow,
evaporation and drainage. The storage mechanisthims$kee basic form of model is a simple
store (tank or bucket) having a finite capacity,SThis capacity can be thought of as an
absorption capacity of the grid encompassing sartstention, soil moisture storage, and the
interception capacity of vegetation and other foowhéand use. A fundamental idea used in
the basic form of model is that absorption capasityontrolled by the average gradiegt,of

the topography in the grid square which can beutatled readily from a digital terrain model.

9.2 Water Balance in a Grid Square

Specifically, for a given grid square, the follogitinkage function is used to relate the
maximum storage capacityys, and the average gradieigg, within a grid square:

Smax:(l_i] Cmax » (921)

max

for g<g,.. The parameters,gx and G.ax are upper limits of gradient and storage capacity

respectively and act as “regional parameters” far basin model. A measurement of the
mean gradient within each grid square of the rbasin can be obtained from the DTM (or a
contour map if not available). Values af.sfor all grid squares are determined using only
the two model parametersygand 6.y together with measurements @ffor each square.

A grid storage loses water in three possible wdiyshe storage is fully saturated from
previous rainfall then any net addition of wateillspover and contributes to the fast
catchment response. Drainage from the base otdhe is controlled by the volume of water
in store and contributes to the slow catchmentawesp. Thirdly, water is lost via evaporation
to the atmosphere. Figure 9.2.1 illustrates a &fpieid storage and the components of the
water balance involved.

Specifically, a water balance is maintained a®fd for each grid square and time interval of
duration 4t . (Time and space subscripts are omitted for ramati simplicity.) Evaporation

loss occurs at the rateg, Bvhich is related to the potential evaporatiore &, and the water
in store, S, through the relation

-D* D<D*
(1_&%,
Ea:

E, D>D*.

(9.2.2)
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p E, p rainfall .
Ea evaporation

1 q direct runoff
Snax d drainage
q ; i infiltration
v -1 g average gradient
S S, Snax Water storage and
v maximum storage
capacity
t g
de——7v=

Figure 9.2.1 A typical grid storage illustrating the components of the waterdlance.

Here, D=%aS is the soil moisture deficit and D* is the thelsl deficit below which
evaporation occurs at the potential rate. The vafug* is common across grid squares.
Drainage from the grid storage, which contributeshie slow catchment response, occurs at

the rate

as’, S>0
d= (9.2.3)

0, otherwise

wherea is the drainage storage constant and the draieggenen{ is a parameter (set here
to 3).

A potential infiltration rate is given by

= (1— > ] i (9.2.4)

ax

where hax is the upper limit of infiltration rate and S Isetwater in storage. Then the actual
infiltration rate is given by

i =min(p,i,) (9.2.5)
where p is the rainfall rate The direct runoff gexted by this infiltration excess mechanism is
simply g=p—i. In practice i is set equal to p foodelling the humid temperate basins

encountered in the UK, where saturation exceswisiominant runoff mechanism.
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Finally, the updated water storage is given by
S=max0,S+idt - E, 4t — dt) (9.2.6)
and the direct runoff rate contributing to the flaasin response is calculated as

q=max0,S- S,,) + pAt —ist. 9.2.7)

9.3 Isochrone-Based Kinematic Wave Routing Scheme

Water is routed from each grid square storage ¢octiichment outlet using DTM-derived
isochrone pathways. The construction of isochrendises joining points of equal time of
travel to the basin outlet — is achieved by assgrthat water travels with only two velocities
depending on whether the pathway involves a hpkslor a river channel. In this way it is
relatively easy to construct isochrones by dirattrence from the distance of a point to the
basin outlet and the nature of the pathways inwblvEhe catchment is subdivided into
reaches according to these isochrones and wateutisd along the reaches to the catchment
outlet using a discrete kinematic wave routing poawe. This not only advects water
between the reaches but also incorporates a difusiomponent seen in observed
hydrographs.

Figure 9.3.1 shows an idealised catchment withhisowes overlaid onto the grid squares.
From the diagram it is clear that & ; is the area of grid square j that lies in the luaent

between isochrones-1 andr, then the sum oA, over all m grid squares in the catchment is
equal to the area between isochroneb andt in the catchment: that i), = ZLA,]. where
1=1,2,...,n. Similarly, the area of th® grid square that lies in the catchment is given by
A;=>" A,j=12,.m, and the total area of the catchmentAs=>""_A, :ZLAJ.

Water storage accounting for any grid only pawiatiside the catchment is treated in the
normal way and an adjustment made when accumuldkiagrunoff/drainage across the
catchment. Hence, the water input to isochroaetime t is

)= uq g (9.3.1)

where @=A4/A, and g is the grid square outflow rate. The latter carnhgedirect runoff rate,
Oy, the drainage rategddepending on whether the routing scheme relatéiset fast or slow
response pathway to the catchment outlet.

Formally, convolution of the grid square outflovwea@er unit area over a grid squakg,from

grid squares j=1,2,...,m, to obtain the basin ruraie per unit area over the basin, & time
t may be achieved using
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Figure 9.3.1 Catchment with superimposed weather radar grid andnset showing
isochrone areas in grid square j.

Q= ii Uj Fery= D, (t-7) (9.3.2)

n
I
=1 =1 =1

This routing formulation can be interpreted as striiuted form of unit hydrograph. For
uniform direct runoff (effective rainfall in a UHoatext) over the basin the underlying
classical unit hydrograph is obtainedvasA./A, 1=1,2,...,n, with catchment runoff given by

the convolutionZ::lv, T~ The relation betweenjuandvy is Uj=wyj Vr where W=A/A...

Early versions of the model were based on theibliged unit-hydrograph formulation of
equation (9.3.2). Initial trials revealed two weeakses: the first was the computer time
involved in computing the discrete form of convaut integral, particularly as part of a
parameter optimisation process. A second weaknassthre pure form of advection routing
implied by the use of the isochrone method andnéel to introduce a diffusive element to
obtain the more attenuated catchment responsersg@eactice. A simple way of introducing
diffusion into the isochrone formulation is to as®uithat each isochrone strip, instead of
operating as a simple advection time delay, carepeesented by a discrete kinematic wave.
Specifically, the idea is to replace the n isockrstrips by a cascade of n reaches, with the
outflow from the K’th reach at time t representgd b

o =(-6)g,+ (ai+rl) (9.3.3)

Here, r* is the outflow rate from the k'th isochrone steglculated for the interval (t-1, t) and
serves as the lateral inflow to the k'th reach.aRaaterf is a dimensionless wave speed
taking values in the range 0 to 1. The flow rqiecorresponds to the total outflow from the
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catchment. Moore and Jones (1978) show how thiautation may be derived from either a
discrete form of the kinematic wave equation orireedr storage form of routing. The
paramete® is related to the kinematic wave speed, c, thrdsgAt/Ax whereAt andAx are
the time and space intervals of the discretisattan.a reach of length L sub-divided into N
reaches of equal lengthx=L/N, then a condition for stability 8<1 or c<L/(NAt).

The lateral inflowr can be defined as direct runoff or drainage whighrouted separately

using two parallel discrete kinematic wave modefmracterised by different wave speéds
and 6, respectively. This routing formulation has beemmdd for use in the basic Grid
Model, referred to as the Simple Grid Model or SGMschematic depicting the overall
structure of the Simple Grid Model is shown in F®9.3.2. Table 9.3.1 provides a summary
of the SGM model parameters along with their units.

“fast’ pathway river

"""""" radar grid
o
Grid water isochrones
store catchment | | | | ! !
boundary — S B S
T - _ _ TOTAL
' 2 FLOW

Figure 9.3.2 The Simple Grid Model.

9.4 Some Variants of the Simple Grid Model

The simplicity of the basic Grid Model structurermés the incorporation, and investigation
of, a number of model variants. Two main varianil ve considered here, the first affecting
translation of water to the basin outlet and theosd runoff production within each grid
square. The translation variant considers drairfislge each grid square travels to the basin
outlet in a way governed by a separate set of moas determined by the path length and a
Darcy velocity of flow. In the runoff production rant, spatial variability in runoff response
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Table 9.3.1 Parameters of the Grid Model

Parameter Description Unit

fr Rainfall correction factor -

D* Storage threshold deficit (or root constantpiraporation function mm
S Proportion of total storage capacity initiallylful -

Omax Regional upper limit of gradient -
Crax Regional upper limit of storage capacity mm
Imax Maximum infiltration rate mm ht
Kqg Storage constant of (cubic) drainage function * mm?
0 Wave speed parameter for routing direct runoff -
By Wave speed parameter for routing drainage -
VL Advection velocity of flow along land path it s
VR Advection velocity of flow along river path ms

within each grid square is introduced. The simplkage between storage capacity and mean
gradient within a grid square is extended to a @bdhy-distributed representation of gradient
within a square which, through the linkage functisnused to derive a distribution of storage
capacity for a square. This distribution of storaggacity is used to obtain the integrated
runoff response from each grid square. Also, IEsifications of urban area are available,
such as obtained from an analysis of Landsat imabes these may be introduced into the
SGM and its variants to delineate the fraction a¢hegrid square that can be considered to
have zero storage capacity. Other variants of BB Sncluding a topographic index control
of soil saturation and the use of integrated apacéy data obtained from soil surveys, are
discussed in Mooret al. (1992).

9.4.1 Separate slow response pathway isochrones variant

A possible criticism of the Simple Grid Model forfation is that both the fast and slow

(“baseflow”) response routing pathways are represkiby isochrones whose derivation is
based upon land and river velocities. To overcdmea model variant is introduced in which

the slow response routing component is based umatand set of isochrones derived using
the Darcy velocity

v= Kdh/d, (9.4.1)

where v is the velocity of flow through a porousdiuen, K is the hydraulic conductivity
(permeability), h is the piezometric head ahds the thickness of the medium.

The Darcy velocity is estimated from the DTM by sppmating the hydraulic gradient,
dh/dP, by the local gradient of the terrain, g, so that
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V= kg, (9.4.2)

where k is a parameter which allows optimisatiorihef slow response isochrones. Time-of-
travel of every point in the catchment to the duehen calculated from

_1lgd
ti= FZ gi (9.4.3)

where d is the distance between the ith and the (i-1)tmtpoon the flow path, igs the
gradient between the points and k is the paranfeted by calibration.

9.4.2 The Probability-distributed Grid Model variant

In the Probability-distributed Grid Model, or PGNhe simple empirical relation between
gradient, g, and storage capacity, c, at a point

C= (1~ 0/0 nan) Covac: (9.4.4)

where ghax and G are the maximum gradient and storage capacittheocatchment, is used

to develop a probability-distributed storage cagyad¢ormulation as an extension to the
approach presented by Moore (1985). (Further detdithis approach are given in Section 5
in the context of the Probability-Distributed Mais2 model or PDM.) For a given

distribution of gradient within a grid square, etjpia (9.4.1) can be used to derive the
distribution of storage capacity over the squareemms of the parameters defining the
distribution of gradient.

The choice of distribution can be guided by cording frequency curves of gradient from
DTM data, both for within-grid square areas and tbe whole catchment. Particular
distributions, such as truncated exponential orgowan be fitted to the gradient frequency
curve data. Parameters defining these distributioresy then be used in the derived
distribution for storage capacity. The probabiliigtributed model theory presented by
Moore (1985) can then be used to obtain the pragodf each grid square which is saturated
and in turn the volume of runoff generated.

Central to this modelling approach, here appliea tgrid square, is the unique relationship
that exists between the total water in storagg, 8¢ critical capacity, @t), below which all
stores are full, and the volume of total runofft)VSpecifically, the total water in storage
over the grid square is

St)= < ©(1- F(c))dc, (9.4.5)

where the function F(.) is the distribution functiof storage capacity. For a given value of
total water in storage, S(t), this can be usedotain C(t) which allows the volume of direct
runoff from the square, V(i), to be calculated from
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V(t+ 4= [S{ F(c)de. (9.4.6)

An overall distribution function for the catchmestbrage capacity is derived and applied to
each grid square by calculating the appropriat&idigion parameter for each square from
information derived from the DTM. The derivation thie distribution function for a power
function of gradient now follows.

Power function distribution of gradient
Consider gradients in the rangegRgmaxWhich follow a power distribution of the form

F(g)= Prol{slopes g)= (i] 0<g<g,, (9.4.7)

max

with the exponent b related to the mean gradgerity

b=—9 (9.4.8)

) gmax_ g

The distribution function of storage capacity mayderived, and can be shown to take the
Pareto distribution form

F(c)zl—(l— C] C< G, (9.4.9)

Cmax

with the exponent b given by (9.4.8). Using (9.4it5)hen follows that the total water in
storage, S(t), and the critical capacity, C*(tg eelated by

S(t)= %{1{1—@?} (9.4.10)

b+ 1 Cmax
and the maximum possible total water storage fegtid square is given by

C
ax: max . 9411
Sn b 1 ( )

This is also the mean store capadity,

This storage distribution is incorporated into tBed Model as a variant in place of the
simple single storage form of the basic model.
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10. TRANSFER FUNCTION MODELS

10.1 Introduction

Transfer Function or TF models are a class of ther@es models popularised by Box and
Jenkins (1970). They are linear models with whiohoatput variable can be forecast as a
linear weighted combination of past outputs andiigpin a rainfall-runoff context the output
is usually flow and the input rainfall. Any residuaodel error can be represented through a
noise model which is normally of autoregressive mg\average (ARMA) form. The overall
model is termed a Transfer Function Noise, or Tirkdel.

An overview of the TF approach to forecasting iegi next. This is followed by a review of
a special variant, called the Physically Realisablansfer Function or PRTF model,
developed by Han (1991) specifically for use aaiafall-runoff model. Other variants of the
TF model and their application in the UK are owttinn the concluding section.

10.2 The Transfer Function (TF) Model

A linear transfer function model relates an outputime t, y, to r previous values of the
output and s previous values of an input with délay.,, such that

Y=~ 01 \/ 02 Yiep =™ Or )/ + Wolint WUipat -t Ws Uit (1021)

where {5} are r autoregressive parameters ard}{are s moving average parameters
operating on the past outputs and inputs respégtiVéith y; as basin runoff (or baseflow
separated runoff) and; as rainfall (or effective rainfall) this TF modean be used as a
simple rainfall-runoff model. Equation (10.2.1) mbg written in a more compact form
through the introduction of the backward shift gter, B, defined by By=y.;, and the
polynomials in B

Jo(B)=1+ 9,B+ 9,B*+ ..+ J, B'

) » (10.2.2)
W(B)= ot B+ w, B+ ..+ w1 BT
It then follows that equation (10.2.1) can be \&riths
o(B)Y, = a(B)uis (10.2.3)
and rearranging gives
«(B)
=— S Utb - 10.2.4
y’[ J(B) ut b ( )

This is the transfer function model written in ogger form and withw(B)/d(B) defining the
form of the transfer function. An equivalent foregiven by
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v(B) =45 (10.2.5)

(
4(B)

S—

with
V(B) = vo+ B+ o Bot ... (10.2.6)

a polynomial in B of infinite order, so that

Yo = V(B)Ut-b

. (10.2.7)
=VoUtbt Vilthat Volrpot -

The polynomial v(B) defines the impulse responsefion (equivalent to the unit hydrograph

for effective rainfall as input and baseflow sepedarunoff as the output). In general the
number of parameters s+r in the transfer functiepresentation is far fewer than in the
impulse function representation: this is strictifinite although in practice can be treated to
correspond to a significant memory length. The df@an function model thus offers a

parsimonious parameterisation of a linear systespamese.

The model output,;ycan be related to the observed outpytthbugh the relation

B
Yi = yt+,7t:%ut-b+,7t (10-2-8)

wheren=Y Y is the simulation mode model error. This modebemay be represented by
an ARMA error predictor (see Section 12) to obtaial-time updated forecasts. In this form,
the overall model is referred to as a Transfer Eand\oise (TFN) model as popularised by
Box and Jenkins (1970). An alternative formulatioeferred to as Autoregressive Moving
Average on eXogenous inputs or ARMAX, is given by

5(B)Y. = wB)u+ ¢, (10.2.9)

where &; also represents model error and can be represénytech ARMA noise model
structure. This is a special case of the TFN méatehulation with=(B) n:.

10.3 Physically Realisable Transfer Function (PRTFModel

The basic idea in formulating the Physically Reddle Transfer Function, or PRTF, model
(Han, 1991) is to choose a parameterisation whatsitains the impulse response function,
v(B), to have a physically realistic form in a hgtirgical context. Principally, this means that
it should be positive and not exhibit oscillatoshlaviour (it is stable). Han (1991) considers
the impulse response function
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(10.3.1)

and restricts attention to the special case wherg@olynomiald(B) of order r has equal roots
3 so that

o(B)=(1- 5B)=(- )" (B- B) =1+ 5,B+ 5,87+ .+ 5, B". (10.3.2)

This gives a stable impulse response functiorBfdr.

First note the expansion

(B-p) =8 #1874 )+ D g gy Bl g gy

and the definition of a combinatorial as

o _r(r=1).{r-k+1)
r—k) k! k! '

CL=(

Then equating terms in (r-k) in (10.3.2) gives
(-B)ciB™*(-B) =5..B™

SO
3= (=B)" k.

and, in general, it follows that

s5=(-8)"c.. (10.3.3)

An important feature of the equal root parameténsais that it allows the r autoregressive
parameters of the TF model to be reduced to omerdbt3, through the use of the above
relation. However, the form of TF model is resettfs a result.

It is of interest to note special cases of the ab&er dependence on one past output (r=1) we
have 3;=-1/3 and for two past outputs (r=2)=-2/8 andd,=1/8% From a consideration of
(10.3.1) and (10.3.2) it follows that the impulssponse function for a single, unlagged input
(s=1, b=0), so that v(B)=4(B)
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vit)=ci ™ g (10.3.4)
which gives v(t)B™ for r=1 and v(t)=(1+tB™" for r=2.

Han (1991) suggests that choosing r to be 2 oo8iges sufficient flexibility of the impulse
response function, provided the moving averagenpaters {u} can take on negative values
so as to lower the recession limb. To make the inodee physically intuitive the equal root
parameterisatiofs is substituted by the time to peakat of the impulse response function of
v(B)=1/3(B) as given by equation (10.3.4). This is obtaifredh the solution of dv(t)/dt=0 for
t. For r=2 when v(t)=(1+f" we have the solution

1

tek=——=— 10.3.5
peak |nﬁ ( )

giving the reparameterisation

_ 1
ﬁ = exp{m}. (10.3.6)

For r=3 when v(t)=(2+t) (1+3"/2 we have the solution

2
tpeak=1 i—3+\/(3—ij —{Z—i] (10.3.7)
2/ Ing Ing In g
giving the reparameterisation
B=e Xpea +3 (10.3.8)
=ex : 3.
(t yZJeak + 3t peak + 2)

Higher order solutions may be sought by solvinggeeeral relation

r-1

nB=> (r-k+t)* (10.3.9)

k=1
for t and chosen values of r.

Han (1991) recognises that the TF model, withiked impulse response function, will not
provide an adequate representation of the rainfialbff process which is both nonlinear and
time variant. He chooses to address this problemadjysting the form of the impulse
response function to reflect each flood situatisntas encountered in real-time. To ease this
task Han introduces three types of adjustment fat#signed to alter the volume, shape and
time response of the TF model. For volume adjustriifenmoving average parametera{
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are scaled using a factar, the proportion of volume change, such that thgisheld
parameters are given by

o =1+a)w i=01.,s-1 (10.3.10)

Note that the autoregressive parametes$, &re not affected by this adjustment.

The shape of the impulse response function is adhmgth reference to a shift in the position
of the peak of the &(B) part of the impulse response function. The shagljustment factor,
y, is defined as

y:t;eak—tpeak (10.3.11)

Wheret;eakdenotes the adjusted peak time. For r=2 this neagxpressed in terms of the equal

root parameterisatior of the original model and the adjusted moflel using equation
(10.3.5) to give

V:W_W, (10.3.12)

. 1)
B —ex%(y+mj } (10.3.13)

It follows that the adjusted autogressive pararmsedeg obtained by substituting the above in

SO

5=-p) c.. (10.3.14)

Similarly, for r=3 and using equation (10.3.7)atléws that

e o) o)
Ing Ing Ing

(10.3.15)
2, J[g_ij _{z_ij
Ing In g In g
and
. 20 +3
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where

_ o2 _2Y_[(,_ 3
Y=y+i v 3+\/[3 Inﬁ} 4(2 Inﬁj' (10.3.17)

The adjusted autoregressive parameters are obtayngabstituting (10.3.16) into (10.3.14).
The third form of adjustment is to time shift th@pulse response system. This simply
involves a change to the pure time delay parambtarsed to delay the rainfall inputs to the
transfer function model (see equation (10.2.1)).

Wedgwood (1993) recognised the difficulty of impleming such simple adjustments,
especially for fast responding catchments and wfteezasts from many catchments may be
required. He explored knowledge based procedureshwdmploy logical rules, developed
from an analysis of synthetic and historical statata, to automate the adjustment of the
PRTF model. The IF-THEN rules were based on thergxposition and direction of rainfall
fields together with catchment status. Having ditlaéd the extent and type of rainfall, rules
employing rainfall intensity relationships were dge adjust the PRTF model. Relationships
controlling the shape factor were expressed astinegressions on the logarithm of average
rainfall intensity whereas the time delay changecbeding to discrete thresholds of rainfall
intensity. Volume adjustment involved only allowimginfall to contribute to flow once a
threshold value for the catchment antecedent ptatign index had been exceeded. The
adjustments obtained provided better forecaststti@se from a simple TF model in 14 of the
23 events considered, although with significanbmsriin the timing of peaks and occasional
fluctuations in the forecast hydrographs. A dravkbaicthe approach is the initial acquisition
of knowledge concerning the thresholds, linkagekratationships involved.

10.4 Other TF Model Variants

If the input-output pair of a TF model is rainfalinoff then the nonlinearity known to exist by
hydrologists is clearly not represented expliciiijais problem has been addressed by using a
nonlinear loss function to transform rainfall tar&tt runoff” or “effective rainfall” and using
this as the input variable. drunctionally, the transfer function serves asrgk linear routing
function. Alternatively, a parallel system of twarisfer function models can be envisaged
together with a partitioning rule which directsnfail to the two functions which operate as
slow and fast translation pathways. A variety ofilimear loss functions and parallel TF model
functions were investigated in the UK for use wofl forecasting (Moore, 1980, 1982). Most
recently, an improved estimation scheme for thassbof parallel TF model has been developed
(for example, see Young, 1992, Jakerstal, 1990) which overcomes some of the problems
encountered in this earlier work. Appendix B pr@&dnsights into this class of model based on
lecture notes by Moore (1989).

Other workers have sought to circumvent the shoniiegs of the linear transfer function by
allowing the parameters to be time-variant andktrar the variation using a recursive
estimation scheme. For example, Cluckie and OwE®R7) employ a TF model in such a way
that a single gain parameter;,, Gontrolling the proportion of rainfall that becemrunoff, is
recursively estimated. Specifically, they use teparameterised TF model in state corrected
form
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Y, = (1~ 3B))Y, + G @B)u., (10.4.1)
for forecasting, with the time-varying model gaarameter calculated as

G = 4G+ (1- ,u)%. (10.4.2)

Here,u is a smoothing factor in the range (0,1) usedampken out erratic fluctuations in.G
This form of TF model with time-varying model gasincluded in the assessment of models
using catchment data presented in the Part 2 rePage (1991) documents its use in the
Anglian region of the EA where the output, ¥an be taken to be baseflow separated runoff.
Two sets of model parameters are used to copediffrent responses under “fast response”
and “average” conditions. It is suggested thatnéral value for Gshould be in the range (0.2,
3.8) with 0.2 a typical value. The model time-si@pAnglian catchments is suggested as 1 to 6
hours, with 4 hours being typical.

Transfer function models also form the basis ofNiite flood forecasting system in Scotland,
developed at the University of Lancaster in assiociawith the Solway River Purification
Board (Leeset al, 1993). They are used to relate upstream levelotwnstream level and
smoothed effective rainfall (defined by a nonlineperation involving the product of rainfall
and the previous river level) to river level. Thedrl steady state gains were found to be time
variant and are tracked using recursive least sguassuming a random walk process for the
parameter variability, in a similar way to the aggwh adopted by Owens and Cluckie in north-
west England. A drawback of this recursive apprdadhat the variation is merely “tracked”
and not “anticipated”. Our understanding of hydgidal science, for example, tells as that
antecedent wetness can influence the model gamanaff proportion and that soil moisture
accounting model components can be used to artédb effect. This leads one to recognise
that the role of the transfer function is primaitihat of a linear routing operation and can be
incorporated as such into a conceptual model aslynene component form.
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11. NEW MODELLING APPROACHES

11.1 Introduction

The modelling approaches considered so far havereitsed storage models, in lumped or
distributed form, to conceptualise the rainfall-offnprocess or used simple linear transfer
function models as general time-series modellirgstoThis section considers three newer
approaches which can be used for general foreggstirposes: neural network models, fuzzy
rule-based models and nearest neighbour forecaslimgy are reviewed briefly here with
application to rainfall-runoff modelling and floodorecasting specifically in mind.
Knowledge-based systems have been considered psivia the context of PRTF models in
Section 10.3. It is outside the scope of the prtegaject to include these new approaches in
the model assessment using catchment data thas therfocus of the Part 2 report. There is
clearly an opportunity for further work in this are

11.2 Neural Network models

Neural Networks (NN) can be thought of as a nomliferm of transfer function model and
are really no more than nonlinear regression modgélen used in a forecasting context.
Unfortunately, much mystique surrounds their depelent and application. This is not
helped by a voluminous literature, much marketiggenand an arguably overzealous use of
the brain as an analogue. The aim here is to peowidimple but precise introduction to NNs
for forecasting purposes, to review some exampfethar application for rainfall-runoff
modelling and to conclude with a critical commentan their use for flood forecasting.

To introduce NNs it is helpful to choose one paitic form that is commonly used for
forecasting applications and from which generabsat are hopefully self-evident. This form
is the so-calledeed-forward NN with an hidden lay#ustrated in Figure 11.2.1 for a simple

W,

co

lineal q

3
Predicted

z, outpu

Input layer Hidden layer Output layer
including containing 2 with activation
constant (unity) neurons with function ¢,
activation
function ¢,

Figure 11.2.1 Feed-forward neural network with a hidden layer.

R&D Technical Report W241 65



rainfall-runoff model application. The model invek three inputs - a constant (equal to 1)
and lagged values of runoffi.,gand rainfall p; at time t-1 - and one output, the model
forecast of flow g The inputs are weighted and summed as they paaitiden layerof
neurons(units) via connectionpathways. Specifically, the input to the jth neurs given by
the linear weighted sum

VEPITR (11.2.1)

where w is the weight of the connection between the ifutny, and the jth neuron; here
{y1, ¥2, ¥3}={1, qt1, p-1)- In the example the hidden layer contains twaroresi which contain
activation functions@,. The normal form of activation function employesl the logistic
function

1
=glv)]=— 11.2.2
ZJ wh( ]) 1+eXF('Vj) ( )
a function with a sigmoidal shape which contaires\thlue of zto the range (0,1). The output
from each neuron, together with the constant inprg, weighted and summed to form the
input to theoutput layer The activation function of the output layes, is normally taken to
be a simple identity (no change). Thus the foreaastff from the NN model is

0 = Weot ZWpo 25 (11.2.3)

where w, is the weight of the direct connection linking #tenstant input and the output and
Wjo is the weight of the connection linking the jtrunen with the output. Note that the use of
a constant unity input serves to introducbias or intercept termon each unit, essentially
allowing these to be estimated via their associatgidhts.

The weights form the NN model parameters whichemtimated by minimising the sum of
the squares of the one-step ahead forecast le:c(qﬁ,—dt)z . This is normally accomplished

using the back-propagation algorithmto compute the first derivatives of the objective
function which are then used imqaasi-Newton methodf optimisation. Since NNs typically
involve the estimation of many weights, the opteisn problem is far from trivial with
problems of local minima, slow convergence, lackdehtifiability and overfitting. Scaling of
data prior to modelling and the choice of initiadlwes for the weights can often prove
important issues. Once an optimal parameter sebéas found the NN model may be used
for forecasting, using observed past inputs to iptedne-step ahead, and substituting
subsequent inputs for forecasts in a recursiveidadio obtain forecasts at higher lead times.
Alternatively, a NN predictor may be configured lwiagged inputs chosen to yield forecasts
for a specific lead time, although this approacly tead to a proliferation of models.

The example above has illustrated the use of NNd$ldod forecasting for a particular NN
architecture. Choice of architecture can clearlabémportant concern, and include decisions
on the number of neurons to use within a hiddeerlaynd become more complicated when
multiple hidden layers are entertained. A good chaf input variables is clearly critical and
demands an appreciation of the system being mabdaléang with NN theory and alternative
modelling and time series analysis approacheseXhmple uses lagged runoff and rainfall as
inputs, but clearly values of these for larger Jegjeng with indices of soil moisture deficit
and other factors, present a wide range of altemnabptions to explore. It is not a
methodology which is automatic and for which no exgnce is needed, as is sometimes
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claimed. Also, being a black box approach, a palaicNN model is generally difficult to
understand and interpret. An important advantage swnple linear transfer function models
is the ability of NNs to represent nonlinear bebavi however, this may not prove to be
important for some applications or might be accomated in other ways.

11.3 Fuzzy rule-based modelling

It is beyond the scope of the present review ofr@gghes to rainfall-runoff modelling to
address fuzzy rule-based modelling in any detdile Teader is referred to the book by
Bardossy and Duckstein (1995) for an accessibleutcwith example applications. An
indication of the modelling approach will be prosit through an example of its use for
rainfall-runoff modelling in a flood forecasting m@xt given by Zhu and Fujita (1994).
Interestingly, this paper provides a comparisothefapproach with a neural network model.

Consider the problem of forecasting runoff threspstahead. A model can be constructed in

terms of the runoff increments=@x-Q:.1, where Qdenotes the runoff at time t. If Benotes
rainfall in the interval (t-1, t) then a simple éaasting procedure for some model function,

f(),is
Gz = F (B2 a1, (11.3.1)
where the circumflex indicates a forecast quaniitye underlying model to this forecast is

G = F(Ges, Ua Tics)- (11.3.2)

The forecast procedure can be formulated as a fugeybased model by considering R and q
to take on membership functions,gMind M, rather than crisp real values. Triangular
membership functions are assumed and that foralgir®®, shown in Figure 11.3.1. This
indicates that rainfall for time t lies in the ran{R—0r, R+0r) with the central value of R
being most likely andg indicating the possible degree of deviation frdmws tvalue. The
membership function essentially expresses the vepseassociated with the quantity to
which it relates.

The model of equation (11.3.2) can now be recaatfagzy model having the proposition:
If R_;isMg andg._,isM, andgq,_,is M, theng, isM,. (11.3.3)

A fuzzy model forecast can now be implemented leyftilowing steps:
1. The fuzzy relation,{Pis obtained from the proposition as:

sl Mg L M LM, (11.3.4)

where L is the minimum operator. This is used to define time series of fuzzy relations
{P;, =1, 2, ..., t}.
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Figure 11.3.1 Triangular membership function for rainfall.

2. The whole fuzzy relatior],, is obtained as

n=RLREBL..LR (11.3.5)

where L is the maximum operator. In the case that previeasrds exist which allowl, to
be obtained then this can be used for initialisatogive the modified expression

ni=N,LRLARL..LPR (11.3.6)
3. The membership function of the 1-step forecased on/7, is
My, =M, O M, O M O M, (11.3.7)

where© is the max-min operator. Membership functions far 2- and 3-step forecasts are
obtained in a similar way.

4. Now apply a defuzzy procedure to obtain the wadlesq,,,,q..,.q,.; based on the
centre of gravity of the predicted membership fiond.

5. Finally calculate 1-, 2- and 3-step forecastsumioff from the runoff increments as
follows:
Qu=Q+8.,
Quz = Qi+, (11.3.8)

Qus = Qi+ Qs
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Whilst the computational detail of each step isttediit is hoped that this outline sequence
conveys an idea of the fuzzy rule-based modellipgr@ach in a rainfall-runoff modelling
context.

11.4 Nearest Neighbour Forecasting

The nearest neighbour approach to forecastingf@m of pattern recognition based on a
nonparametric regression method for time seriesfedture vector which encompasses
information relevant to a succeeding flow is defirfer each time point in the record. The
closestk feature vectors to the current feature vectorideatified and the succeeding flows
to each of these vectors are averaged to form ecdst of the succeeding flow from the
current time.

For example, the feature vector may contain r mitegepast flows, {gand s present at past
rainfalls, {p}, such thatx(t) = (q,,9,;,-.0_r1:P; Ppyr---Pre ), defines the vector at time t.

The “succeeding flow” to be forecast at time t vio# q.1, for a one-step ahead forecast. A
measure of “closeness” is required to identify kheearest neighbour feature vectors in the
historical record. Karlsson and Yakowitz (1967) gest using a weighted Euclidean norm
with weights chosen to adjust for the scale of nasurements (flow and rainfall in this
example) and to give greater weight to more recegsisurements. There is much scope for
experimentation in choice of feature vector, clessnmeasure, number of nearest neighbours
and optimisation method.

A drawback of the approach in its basic form ist thdlow forecast can never exceed the
maximum flow in the historical record because thk@¢ast is constructed as an average of
flows selected from the record. However, Karlssod #akowitz (1987) and Shamseldin and
O’Connor (1996) both present ways of overcoming #fiortcoming. Karlsson and Yakowitz
(1987) using 12 hour data and Galeate (1990) udaily data both find the method gives
comparable performance to special forms of trarfsfestion noise model.

A related approach to nearest neighbour forecastinghich floods are treated as quasi-
replicates is developed by Cooper (1983). Such a@mpetric methods are particularly well

suited to situations where long historical recagist and where the hydrological response of
the catchment has not changed appreciably over time
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12. MODEL UPDATING METHODS

12.1 Introduction

If observed flows are not used, except for inigalion, a model is said to be operating in
simulation modgacting as a function which transforms rainfaldl @vaporation to river flow.

A model which has been calibrated in simulation enoday be extended to use observed
flows by addition of further structure and assaigparameters. These might take the form of
rules for adjusting model statestdte correctioph or predicting future errorsefror
predictior). The former are heavily dependent on the streatfithe simulation mode model,
whilst the latter are essentially independent. Alsodel parameters and inputs can be
adjusted with reference to observed floRarameter-adjustmeritas already been considered
in the context of the PRTF model in Section 10.8 e TF model with time-varying gain in
Section 10.4. The view is taken that this approachfuses the issue of correct model
identification, which is properly carried out thgiu a controlled calibration procedure.
Parameter variability is better addressed by imipigpthe structural form of the model than
by tracking its variation in real-timénput-adjustments not considered here since, in general,
errors in the input (notably rainfall) aggregatgdther in the water content of conceptual
storages which are better adjusted using statecayn. The time lags involved in input-
adjustment are largely circumvented if a stateamion approach is followed.

A model incorporating observed flows through staierection, error-prediction or some
other scheme will be said to be operatingupdating mode An assessment of updating
methods for flood forecasting purposes forms a &y objective of this model
intercomparison study.

12.2 State Correction
State correction for the PDM

The term “state” is used to describe a variabla afodel which mediates between inputs to
the model and the model output (Szollosi-Nagy, }9lf6the case of the PDM rainfall-runoff
model the main input is rainfall and basin flothe model output. Typical state variables are
the water contents of the surface and groundwabeess $ and Q, and of the probability-
distributed soil storage,1Jusing the notation of Figure 5.1.1). The flowesatout of the
conceptual stores can also be regarded as stadblear examples arg,dhe flow out of the
surface storage, and,dhe flow out of the groundwater storage.

When an errorg=Q-q=Q—(g+qp), occurs between the model prediction, q, andotheerved
value of basin runoff, Q, it would seem sensibléatbribute the blame” to mis-specification
of the state variables and attempt to “correct’dtage values to achieve concordance between
observed and model predicted flow. Mis-specificatioay, for example, have arisen through
errors in rainfall measurement which, as a reduth® model water accounting procedure, are
manifested through the values of the store wateterds, or equivalently the flow rates out of
the stores. A formal approach to state correct®oprovided by the Kalman filter algorithm
(Jazwinski, 1970; Gelb, 1974; Moore and Weiss, 1980arhis provides an optimal
adjustment scheme for incorporating observationsgugh a set of linear operations, for
linear dynamic systems subject to random variatishieh may not necessarily be Gaussian
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in form. For nonlinear dynamic models, such asRB#, an extended form of Kalman filter
based on a linearisation approximation is requivddch is no longer optimal in the
adjustment it provides. The implication of thistigt simpler, intuitive adjustment schemes
can be devised which potentially provide betterusipnents than the more complex and
formal extensions of the Kalman filter which accoattate nonlinear dynamics through
approximations. We will call such schemes which enghysically sensible adjustments
empirical state adjustment schemdés simple example is the apportioning of the eror
between the surface and groundwater stores of [\ iR proportion to their contribution to
the total flow. Mathematically this may be expresasd

*

0y =0+ O Qy€ (12.2.1a)

.= q.+(-a)g,.e (12.2.1b)
where

a=aq,/(a.* a,) (12.2.2)

and the superscript * indicates the value afteustdjient. The “gain” coefficientsy gnd g,
when equal to unity yield the result thaf +q_ equals the observed flow, Q, thus achieving
exact correction of the model flow to equal theeaslisd value. Values of the coefficients
other than unity allow for different adjustmentsb® made, and,gand g can be regarded as
model parameters whose values are establishedgthi@ptimisation to achieve the “best” fit
between state-adjusted forecasts and observed.flawgeneralisation of the above is to
definea to be

g=_ % (12.2.3)
18qu+ ﬁqu

and to choose the incidental paramef&rsand 3, to weight the apportionment towards or
away from one of the flow components; in pracfigeand 3, are assigned values of 10 and
0.1 to apportion more of the error adjustment ghrface store. Note that the adjustment is
carried out at every time step and the time suptscriave been omitted for notational
simplicity. The scheme witho defined by (12.2.2) is referred to as the proposil
adjustment scheme and that defined by (12.2.3)eistiper-proportional adjustment scheme.
Replacinga and (1e) in (12.2.1) by unity yields the simplest non-psaonal adjustment
scheme.

Other state variables within the PDM can also beustdfl. With the surface store
characterized by the cascade of two linear resexvand represented by a discretely
coincident TF model (Section 5.3) the outflows frtime two reservoirs can be identified as
gs1and @ Then g; can be adjusted according to the rule

0y = 0g+ (L-0)gge. (12.2.1¢)
An adjustment may also be made to the direct rungfV, entering the surface store; this

takes the form
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Us=us+ (1-a)g, €. (12.2.1d)

Finally, an adjustment to the probability-distribdtsoil moisture, £5,, may be made, either
of the proportional form

S =S+aye (12.2.1e)
or the direct form of gain with equal to unity.

It should be noted that all the above forms of sijent utilize the same basic form of
adjustment employed by the Kalman filter in whichupdated state estimate is formed from
the sum of the current state value and the moder enultiplied by a gain coefficient.
However, instead of defining the gain statisticalhg the ratio of the uncertainty in the
observation to that of the current state valuis, first related to a physical apportionment rule
multiplied by a gain factor. This gain factor aatsa relaxation coefficient which is estimated
through an off-line optimisation using past flooest data.

State correction is essentially a form of negatieedback, and, although usually very
effective, this feedback can sometimes give risaroover- or under-shooting behaviour
characterized by high accuracy at short lead timgswith degraded accuracy at moderate
lead times before a recovery in accuracy at lotega times. This behaviour appears to be
associated with a combination of some or all of fdlllowing: large gain factors, time lags
between the correction of a state value and theappce of an effect on the modelled flow,
and rapid increases in the model error (often @uéning errors on the rising limb). The
latter is also a problem for error prediction sckenOptimal values for the gain factors tend
to be greater than unity (over-relaxation) whiistd lags can occur because correction of soil
moisture may not affect runoff until the next wetipd.

State correction for the TCM and IEM

An essentially similar form of empirical state ation to that used in the PDM model has
been used by Mooret al (1989b) to update the Thames Catchment Model. shaljents to
the storages controlling the output from the zawahponents of flow are made in proportion
to their contribution to the total flow. Howevehet incorporation of a kinematic wave
channel flow routing model into the most recentsi@r of the TCM makes the use of state
correction problematical. The time lag introducedtbe channel flow routing component
gives rise to an extreme oscillatory instabilitgdrrection of the zonal outflows is attempted.
For this reason only error prediction is used wita TCM in this study. A scheme for state
correction of a flow routing component has recebtgn developed for use in the Grid Model
and this is described below. State correction efl&M is particularly straightforward since
only the quadratic storage is a candidate for ctioe. Adjustment of its outflow is made
using the standard form of adjustment expressgdhy.1a) witho equal to unity.

State correction for the Grid Model

The Grid Model reviewed in Section 9 has two segaratiting components, one representing
fast translation typically along channel paths #mel other slow translation associated with
sub-surface paths. Since the routing proceduramias for both, and based on a cascade of
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discrete kinematic reaches, the same form of staating scheme can be used. For
simplicity of presentation a single routing patlassumed below.

Consider the one-step ahead forecast for time taflemfrom a time origin t. For the
kinematic reach model (Bell and Moore, 1998; Moetal., 1994), the flow out of the j'th
reach at time t+1 is given by

A, =(1-6)q + 60"+ Or] (12.2.4)

t

for j=1,2,..,N. Here, N is the number of reachethwiach reach chosen to be coincident with
an isochrone band. It is possible to update tinmikition forecast of flow using the observed

simulation error at the time origingsQ—q; , where Qis the measured flow at the catchment

outlet andd; the model simulation. The form of adjustment isnodify the flows out of each
reach so that the adjusted model outflow equalsnda@sured outflow; that is

g=(q)=Q=q+e (12.2.5)

Also, the adjustments to upstream reach outflowschosen to decrease smoothly as a power
function to zero at the topmost (N’th) reach, stidt at time t

q=q+f (e j=12..N (12.2.6)
where
f (J')=(N—_jjp- (12.2.7)
P TIUN-L

and the exponent p is a constant parameter.

The updated forecast corresponding to equatiors {®en given by

(@) =d,+H{a-0)1 (ot (j+1}e (12.2.8)

where the last term is the correction that is &optio the forecast obtained using (12.2.4).
This completes the development for a single chapatti and for “total” adjustment to match
the observed flow.

In practice two parallel channels, representingfase” runoff g and “baseflow” g, are used

in the normal form of Grid Model. The adjustmentldals equations (12.2.1) to (12.2.3)
allowing for partial adjustment, proportional adjaent or super-proportional adjustment, but
with g, (and similarly for g replaced by

g,={1-a)7,(i)+ 6.1, (i +1}a, (12.2.9)
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with g, (and @) are gain coefficients estimated by optimisatitvere, 6, denotes the
dimensionless wave speed of the “groundwater” celgpath.

It is also possible to formulate an adjustmentwater contents of the soil/vegetation stores
in the Grid Model. The form of adjustment investeghtfor a given grid square with capacity
Shaxand water content S, is

S =Sta—> 9. (12.2.10)

ax

with gs a regional storage gain parameter aralowing for proportional, super-proportional
and direct (equal to unity) adjustments as befimigal trials indicated that adjustment of the
soil/vegetation store of the Grid Model provideddiimprovement and this approach is not
normally used. This lack of success may be attibub the time delays in the routing
components of the Grid Model making allocation ofoes to the soil/vegetation stores
problematic.

12.3 Error Prediction

State correction techniques have been developexti lwas adjustment of the water content of
conceptual storage elements in the belief thatntlén cause of the discrepancy between
observed and modelled runoff will arise from errarsestimating basin average rainfall,
which in turn accumulate as errors in water storag@ent. Rather than attribute the cause
directly and devise empirical adjustment procedwesan analyse the structure of the errors
and develop predictors of future errors based @ dtructure which can then be used to
obtain improved flow forecasts. A feature of errsmn a conceptual rainfall-runoff model is
that there is a tendency for errors to persist Bat tsequences of positive errors
(underestimation) or negative errors (overestinmytade common. This dependence structure
in the error sequence may be exploited by devetppmor predictors which incorporate this
structure and allow future errors to be predicteckedictions of the error are added to the
deterministic model prediction to obtain the updateodel forecast of flows. In contrast to
the state correction scheme, which internally adjuslues within the model, the error
prediction scheme is wholly external to the deterstic model operation. The importance of
this is that error prediction may be used in corabon with any model, be it of TF,
conceptual or “physics-based” form, and for repméeg rainfall-runoff or channel flow
processes.

Error prediction is now a well established techeidar forecast updating in real-time (Box
and Jenkins, 1970; Moore, 1982). Error predictioravailable as an alternative to empirical
state correction in the PDM software and the PSMaso# used to implement the IEM and
TCM models. A form of error prediction is also usedthe Midlands Conceptual Runoff

Model. A critical review by Wallingford Water (1994)as identified shortcomings in the
formulation; for the purposes of this study thendtd approach to error prediction outlined
here is used instead. The error prediction appreadbveloped in detail below.

Consider that gp is the forecast of the observed flow;Qat some time 1 made using, for
example, a conceptual rainfall-runoff model. Singe will have essentially been obtained by
transformation of rainfall into flow through somevdel conceptualisation of the catchment, it
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will not have used previous observed values of flewcept perhaps for the purposes of
model initialisation. It will consequently be refed to as a simulation-mode forecast to
distinguish it from a real-time, updated forecastick incorporates information from
observed flows.

The errornwp, associated with this simulation-mode forecasteféned through the relation
Qus = Qs+ - (12.3.1)

If the simulation-mode errar..p may be predicted using an error predictor whighl@is the
dependence structure of these errors, then an yregrorecast may be obtained.

Let nwpr denote a prediction of the simulation-mode errpip, madeP steps ahead from a
forecast origin at time t using an error predic{@he suffix notation tP|t should be read as
Ow+pe Deing a forecast of the value at tim® given information up to time t.) Then a real-time

forecast,;, madeP time units ahead from a forecast origin at tinmay be expressed as
follows:

qt+€|t:qt+€+,7t+€|t' (1232)
The real-time forecast error is
it = Qs ™ e (12.3.3)

which, depending on the performance of the erradigtor, should be smaller than the
simulation-mode forecast error

Devr = Qs ™ Gy - (12.3.4)

Turning now to an appropriate form of error prealicit is clear that a structure which
incorporates dependence on past simulation-modeses required. Thus the autoregressive
(AR) model

=@l 4,0, & (12.3.5)
is an obvious candidate, wherasathe residual error (uncorrelated), amg} fre parameters.

However, a more parsimonious form of model is of #utoregressive-moving average
(ARMA) form

=@y~ oMy~ g, Braat Graot -t Gagt & (12.3.6)
which incorporates dependence of past residualrag, a., ... .
In general, the number of parameters p+qg assocwitedhe ARMA model will be less than
the number z associated with the AR model, in orierachieve as good a level of

approximation to the true simulation-mode erroudcire. The ARMA model may be used to
give the following error predictor
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(12.3.7)
+"-+9qat+/,-q|t! 621,2,...
where
0 (-1>0
Qipmie = . (12.3.8)
Ay otherwise
and ap is the one-step ahead prediction error
Qe+ f Bt r-ift+ i1~ Thapei T s it (12.3.9)
- Qt+(—i S AT AR
and
Devrite = v = Quari ™ G for/—i<0. (12.3.10)

The prediction equation (12.3.7) is used recurgitel produce the error predictioms. |s
Ne+1p, .. N+ from the available values of a.1, ... andng, Ney, .. .

Using this error predictor methodology, the conaaptodel simulation-mode forecastspg
may be updated using the error predictipsp|;, obtained from (12.3.7) (and the related
equations (12.3.8)-(12.3.10)), to calculate theureql real-time forecast,.g, according to
equation (12.3.2). Note that this real-time forédasorporates information from the most
recent observations of flow through the error premti and specifically through calculation of
the one-step ahead forecast errogs,,aaccording to equation (12.3.9).

Alternative error predictor schemes may be devisedvorking with other definitions of the

basic errors: for example by using proportionabesrOne such scheme can be formulated by
starting with the logarithmic model so that the giation-mode error is now defined as

logQ,., =loga,., *+ /7., (12.3.11)

N =100(Qur, /Oy ) - (12.3.12)

An error predictor fon.p may be formulated in the normal way using equati@n6.10) and
(12.3.8) with the one-step ahead prediction errnagrgby

Arri = Mewr=i ~ Mewr=ig-ia - (12.3.13)
Instead of equation (12.3.2) the real-time foreagsi, takes the form

Gt = Gss exp(/71+(|t)- (12.3.14)
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The Transfer Function Noise (TFN) Modelling Packagesed to identify the form of ARMA
error predictor and to estimate its parameter &l¥so a means exists within IH's TSCAL
(Time Series CALibration) calibration shell programestimate the ARMA error predictor
parameters for an assumed model structure. Oftethhird order autoregressive, with
dependence on three past model errors, providep@aiopriate choice for UK conditions and
a 15 minute model/data time interval.

Whilst error prediction provides a general techeigehich is easy to apply, its performance
in providing improved forecasts will depend on tlegyree of persistence in the model errors.
Unfortunately in the vicinity of the rising limb dnpeak of the flood hydrograph this
persistence is least and errors show a tendencgstilate rapidly and most widely;
dependence is at its strongest for errors on thengalimb, where improved forecast
performance matters least. In addition, timing erron the model forecast may lead to
erroneous error predictions being made, a problémchwis also shared by the technique of
state correction. The general applicability andytaity of error prediction as an updating
tool commends its use as an “off-the-shelf” tecbhridout empirical state adjustment schemes
should also be considered as viable alternativésetaise of error prediction.
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13. OVERVIEW OF MODELS, CONCLUSIONS AND
RECOMMENDATIONS

13.1 Overview of Models

Eight conceptual models of the rainfall-runoff pees have been selected for more extensive
review, all of which transform rainfall and evaptiwa time-series into time-series of total
catchment outflow. Five of these are used operalliptior flood forecasting in the UK: the
Thames Catchment Model (TCM), the Midlands CatchmamoR Model (MCRM), the
Probability Distributed Moisture model (PDM), the ls®d Event Model (IEM) and the
ISO-function model. Two of the models were devetbpeerseas: the US National Weather
Service Sacramento Model and the NAM model, develope Denmark. The eighth
conceptual model, the Grid Model, represents a singibktributed model specifically
developed for flood forecasting. All the conceptorddels are based on the combination of a
soil moisture store (used indirectly by the IEM) lwibne or more linear or nonlinear
reservoirs, a pure time delay, and (for the IEM$maoothing function. The ISO-function
model is the simplest and the TCM, which allows iplétzones, is the most complex. The
PDM is rather more sophisticated than any one zdrtbeo TCM, whilst requiring only a
modest number of parameters.

Two classes of model are considered which do niamgt to represent the catchment

conceptually and are often referred to as “black”bmodelling approaches: these are

Transfer Function (TF) models and Neural Network}Mnhodels. The Physically Realisable

Transfer Function or PRTF model is presented aariam of a TF model with a somewhat

greater conceptual interpretation. Also considerednew classes of model based on fuzzy
rule-based and nearest neighbour approaches trafineg. More complex, physically-based

models are not reviewed, being considered moreogppte for impact assessment studies
than for flood forecasting.

An important feature of models used for real-tinoeetasting is the ability to update the
modelled flows using observed flows in such a wayta@aimprove the accuracy of forecast
flows. Two ways of achieving this, through correatiof model states or prediction of model
errors, have been reviewed in Section 12.

Ease of use of models has not been considerectigyplvithin the review. The models to be
carried through to the assessment of Part 2 wilabeommodated within the calibration
environment provided by IH's TSCAL (Time Series QBtation) Program. This is the
Model Calibration Facility of the River Flow Foretiag System or RFFS (Moore and Jones,
1991; Moore, 1999). Thus ease of use in calibratvdhbe primarily a function of model
complexity and particularly the number of parametard their interdependence.

The TSCAL calibration shell program provides thikofeing functionality:

)] specification, via a single control file, of mod®rameters and structure, input data,
and output results;

1) retrieval of input data from a database;
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i) if required, interactive and/or automatic adjusttmef model parameters whilst
displaying the resulting hydrographs;

Iv) if required, generation of a contour plot of thejeakive function for any two
parameters;

V) input of forecast rainfall data from a file;

Vi) output of flow forecasts and other time series @iataubsequent display and analysis;
and

vii)  output of statistics to describing model perforneanc

Various utility programs are used to collate, dagphnd analyse results from the output files
generated.

The simplicity and linear form of the Transfer Ftion model make this the easiest to
calibrate, although the model order and time d&dayse requires some experimentation. The
Thames Catchment Model is arguably the most diffionlaccount of its multiple use of the
same model components to represent different regp@ones within a catchment. In
operational mode no model is so complex as to vdemsome computationally. However,
the mode of use of the Physically Realisable Tem&unction model involving manual
adjustment of the volume, shape and time respanseen as potentially too burdensome for
larger forecasting systems, even given the modtdeskloped interactive visualisation tools
to support the task. Use as a decision supportftmatatchments of special concern might
provide a satisfactory compromise. Automation @& #djustment using a knowledge based
approach (Section 10.3) provides another possiitiern

All models have similar demands for data with rallh&nd flow data being the minimum, and
normal, requirement. Flow data are used operailyprhat model initialisation and forecast
updating and are also used off-line for calibratemmd model assessment. Explicit soil
moisture accounting models require some form opexetion estimate over the seasons of a
year. They can utilise real-time evaporation esimdrom an automatic weather station if
available but a simple sine curve, representingvétt@ation of evaporation over the year, can
suffice. The conceptual soil-moisture accountinglaise require continuous inputs of rainfall
data to maintain their water balance and geneeailyoperated routinely (automatically) once
a day in order to update their state variabless Thinot a significant problem and provision
can be made to accommodate for loss of rainfak,dat its delayed receipt, through data
substitution schemes. The problem is more acutdiiributed models, such as the Grid
Model, and where radar data are used to maintains@ibdted water balance of the
catchment. Such models may also require Digitalralier Model data to support their
configuration and parameterisation, and also fotage variants access to land use and soil
survey data. Greater use of data, particularlyig ¢context, can of course be seen as a benefit
in making greater use of available information apening up the possibility of forecasting
for ungauged catchments. The simpler nonlinearagorand transfer function models are
readily state initialised using no more than a f@weent observations of flow and rainfall,
allowing them to quickly recover from data loss.
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13.2 Conclusions and Recommendations

The review of models has served to highlight theilarities of the various “brand name”
conceptual rainfall-runoff models. They differ gitgain complexity depending on which
processes are explicitly represented or are repi@s$en aggregate, “effective” form. It is
inherently dangerous to judge the efficacy of a ehdaoly the variety of functionality it
supports or processes it purports to represents g report has adopted a didactic rather
than judgmental approach to model review. The asseist of models is deferred to the Part 2
report with the benefit of having results on mog®rformance obtained across nine
catchments and for many storm events, includingstgeificant flood of Easter 1998. This
will facilitate an objective assessment of floodefcasting methods.

A consideration of models in use in the UK and abroalong with new distributed
formulations, has led to the recommendation touideleight models in the model assessment
using catchment data in Part 2. These models aee:Thames Catchment Model, the
Midlands Catchment Runoff Model, the Probability-Bisited Moisture model, the Isolated
Event Model, the US National Weather Service Sacramenodel, the Grid Model, the
Transfer Function model and the Physically Reales@bansfer Function model.

Some of the selected eight models have integrahodstfor forecast updating based on state
correction, and in two cases parameter adjustnvemist others employ error prediction.
Where no existing or acceptable updating methodt&xierror prediction is used in the
assessment for Part 2, since this operates indepeaotia specific model structure.

This review has identified new forecasting methbdsed on neural network, fuzzy rule-
based and nearest neighbour approaches which desettver consideration. It has not been
possible to encompass these within the scope ofptksent assessment of forecasting
methods. These could feature in a future extensidhe project and benefit from the model
benchmark performance statistics which featur&énRart 2 report.
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APPENDIX A: NONLINEAR STORAGE MODELS

A.1 General

Nonlinear storage models commonly occur as oneaoe mlements in many conceptual models
of the rainfall-runoff process. They are revieweerento provide part of the theoretical
background necessary to understand the variouslsnocalesidered in this report.

The outflow from a conceptual model store; @(t), is considered to be proportional to some
power of the volume of water held in the storage S®), so that

g=ks", k>0, m>0. (A1)

The storage, for example, could be a soil colummarifer storage at the catchment scale.
Combining the power equation (1.1) with the equatib continuity

ds
—=u-—-aq, A.2
ot q (A.2)

where e u(t) is the input to the store (e.g. effective fali), gives

% =alu - a)g’,  @20,~co<b<l, (A3)

where a=mK™ and b=(m-1)/m are two parameters. This ordinafferdintial equation has
become known as the Horton-lzzard model (Dooge3@id can be solved exactly for any
rational value of n (Gill, 1976, 1977).

Horton (1945) considered nonlinear storage modeteacriptors of the overland flow process.

Considering turbulent sheet flow from a slope oft wmdth, Manning-Strickler gives the
velocity as

v=n'r* Vs, (A.4)

where n is Manning’s roughness,is the slope, and R is the hydraulic radius wtiarhsheet
flow is the depth of water storage, S. Therefoeedischarge is given by

q=vS=ks3 (A.5)
where k=/sy/n, and consequently the exponent m for fully tlehtiflow is m=5/3. For fully
laminar flow the exponent of the power relation tanshown to be 3. This allowed Horton to

define an “index of turbulence”:

=2 (3-m) (A6)
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ranging from I=1 for turbulent flow (m=5/3) to I46r laminar flow (m=3). A solution in terms

of tanh (the hyperbolic tangent) is obtained fa Horton-lzzard equation for m=2 (b=1/2) in
Horton (1938). The exponent m=2 corresponds to5l=aid therefore was referred to as the
“75% turbulent flow” case. Horton remarked in h38 paper about the insensitivity to the
value of the exponent m, provided k could be adpish compensate; subsequent workers have
therefore tended to choose an appropriate value afd optimised k in some manner to avoid
the problem of interdependence between k and mtokldound that m=2 was a reasonable
choice for overland flow on most naturally occugrisurfaces. Although Horton considered
overland flow, and S to be the depth of overlan@/flit is reasonable to extend the idea to any
input-storage-output system, so S could, for exenip the average depth of water stored over
a basin, possibly in the form of soil moisture andds channel storage. The Horton-lzzard
equation may then be regarded as a lumped conteptukel of the rainfall-runoff process at
the basin scale.

A.2 Linear Storage Model

For m=1(b=0) the Horton-lzzard equation reduceshi® linear reservoir model with the
recursive solution in terms of q(t) given by

Gy = €™+ [L-e™)u. (A7)

This is used in the Thames Catchment Model (Grelehfil984) to represent unsaturated soil
storage.

A.3 Quadratic Storage Model

When m=2, the resulting storage function, g&kSthat for 75% overland flow (Horton, 1945);
it is also termed an “unconfined or non-artesiaiotaye element by Ding (1967) following
Werner and Sundquist’s (1951) solution for the semm curve (i.e. u=0) of a deep unconfined
aquifer. This storage function was used by Manteyll975) as the basis of the Isolated Event
Model (IEM) used in the UK Flood Study (NERC, 197Bgre it was developed for deriving
design flood hydrographs, in part on account of eficient parameterisation (the one
parameter, k) and sensible response shape offisengrospect of successful regionalisation of
the model to obtain design hydrographs for ungawggdhments. Mandeville found that its
recession behaviour was too steep for larger, lndvlaasins, although it performed well on
smaller, upland catchments.

To obtain a solution for the Horton-lzzard equationm=2, consider first the solution of the
general equation for all permissible values of moider to solve (A.3) for a positive input, u,
which is constant in the interval (t, t+T), notatth

ds_ ds dg™_ 1 dq“”“:u_q
dt dg’™ dt k'™ dt ’

which on integration gives
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t+T

j dq”’“ m j dt,

q;
1 [+T 1
u, 1-q/u

dg'™= KU T.

Making the substitution v=(q/Y, and since d"/dv=u"", then
1/m

EJ‘ U dv=¥mT
us 1-y"

(A.8)

Vi

1
L

Vo

dV: ub kl/m T

1/m 1/m,

where y=(q.t/u)"", Vo=(q/u) ", the integral on the left hand side is known a&swaried flow
function (Chow, 1959). For m= 2 the varied flow ftion has the analytical solution

|,= = tanh'v+c

1-v2

1 1+ vj
= —log, +C,
2 (1 v

(A.9)

where c is a constant of integration. Using thiulteit is readily shown that the solution of
(A.3) form=2is

_ 1z-1 ?
Qi = Ut 1+7

e g ) (A.10a)
+19,/u
h = Tu'? : vz |
wherez exp(a )L_(qt/u) }
or alternatively
0. =u (qt/u)1’2+tanh{(uk)“2T} 2. (A.10b)
+T 1+ (qt/U)UZ tanf{(uk)llzT}

Note that the hyperbolic function relation, tanh+Bd=(tanh A+tanh B)/(1+tanh A tanh B), is
used in deriving (A.10b). This predictive equatiorms the basis of the Isolated Event Model
(NERC, 1975). Whilst originally developed for desigpplication it has been used in modified
form for real-time flow forecasting as part of acnoprocessor based flood warning system at
Haddington in Scotland (Brunsdon and Sargent, 198%3 system continues to be used
operationally. The solution provided by equation1@) is also used in the Thames Catchment
Model to represent release from groundwater stai@geenfield, 1984).
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A.4 Exponential Storage Model

When b=l (m- «) in the nonlinear storage model (A.3) then Mod88%) shows that the
model derives from the storage equation
logq= y+aSorq=expy+ aS) (A.11)

wherea is the same parameter as appears in (A.3)yanan intercept parameter. Integrating
the nonlinear storage model

%= a(u-a)a,
directly so

ar L1 gq=afTdr

“ Qg

yields, after rearrangement, the result

o= o
T (qt/u)+ (1_ qt/u)exp(— aTu)

(A.12)

_ 0,
~ exp-aTu)+ (g, /u)1-exd-aTu)’

This is the “log-storage” model, or more propetig texponential storage model, derived by
Lambert (1972), and which is in current use forofloforecasting on the River Dee (Central
Water Planning Unit, 1977).

A.5 Cubic Storage Model

When m = 3, so the relation q = R olds, then a solution may be sought through trees
flow function type equation A.8. In this case tleéewant function has the solution

B 1 1, (1+x+x*) 1, (2x+1
F(x) =] ﬁdx—glog(wl+ﬁtan [Tj (A.13)

However, no simple recursive solution can be olethin

The approach preferred here has been to develap@oximate recursive solution based on
the piecewise linear difference equation solutioggested by Smith (1977, p213) for solving
the general nonlinear differential equation

% = f(xt). (A.14)
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The solution, for a constant input over an intefy&T) of duration T, is
X =% + 37 (exp(9T) -1)f, (A.15)
where J=0f/ox | X .

For the case considered here where the nonlinHaratitial equation is

%tszu—q:u—k§, (A.16)

then §=-3kS?, and therefore

1

3 (exp-3ks°T)-1)(u-ks?). (A.17)

=8 -

The forecast of flow at time t+T is obtained simply

qI+T = k§+T . (A18)

A.6 General Storage Model in Recession

For the recession case when the input, u=0, theidtrton-lzzard equation can be solved for
all permissible values of m and k by direct intéigraas follows:

Qisr 1 t+T

jmdq:—j adr

q t

b ]Gt
b
Gt

qt_b - qt_ET =—abT
SO

Gr = (q;b+ abT)'l/b b#0; (A.19)
also for the linear reservoirs case (m=1, b=0); foe u=0

0. = exp—kT)q,. (A.20)
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A.7 Groundwater Abstraction, Negative Storage and ghemeral Flows

When the input, u, to the nonlinear storage isvadld to be negative and the storage is
allowed to develop negative values, with no outfltieen additional theory is required. Such
a case might arise when the nonlinear storageed tes represent a groundwater catchment
with input, u, given by natural recharge less pudnpéstractions with the possibility of
ephemeral flows. Two additional expressions arelegdo cater for the transition from the
normal nonlinear storage with positive outflow be ttase of zero outflow and a simple water
balance calculation of negative storage value§, If+At) is the time interval containing the
transition then two quantities are required: theetto flow cessation T~ (at time t+T") and the
initial negative storage, St). Expressions for these are given below for epgle of
nonlinear storage.

Linear store:

T = —lln( u ] (A.21)

k (u-gq

1 u
S.t :u(T +E|n[u—qt D (A.22)
Quadratic store:
1 1/2 1/2

T'= -[_] tan-l(i] (A.23)

-ku -u

B ) 2 S a 12

S = uT(l —aT(— u)“z tan (—uj . (A.24)

Exponential store:

For this storage the expression is indeterminateagproximation is:

Cubic store:
_ 1 3ks*(t)
TE2S (t)ln{1+ — (t)} (A.25)
_ 1 3q(t)
St +at) = uAt{1+ 2 |n{1+ e (t)}} . (A.26)
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APPENDIX B: PARALLEL TF MODELS AND EQUIVALENT
SINGLE TF AND PARALLEL LINEAR
STORAGE MODELS

This Appendix, by way of illustration, demonstraths links between two TF(1,1,1) models
in parallel, the equivalent TF(2,2,1) model, ané telation with two linear reservoirs in
parallel. It derives from lecture notes presenteithe International Institute for Hydraulic and
Environmental Engineering (Moore, 1989).

q
TE, .

5 Ot

TF,
Qat

Figure B.1  Parallel configuration of TF models.

Figure B.1 shows two Transfer Function models ayednin a parallel configuration. In a
rainfall-runoff modelling context they may be coptiglised as representing the partitioning
and translation of an (effective) rainfall input, via fast and slow pathways to the basin
outlet. Denoting the fast and slow response rurasfg; and @;, the total basin flow at time t
is given by

O = Oy + 0y - (B.1)
Suppose both Transfer Functions have a TF (1,1¢Hehstructure such that

a‘lO

ql’[ = 1+ 511 B ut—l (B'za)
— a‘20
= : B.2b
%= 1vs B (B.2b)

It follows that the total flow is given by
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—| _ %o + Who u B.3
a=( g ®3

Cross-multiplying gives

(1 (0,4 0,) B+ 38,1 B7) 6 = (o + o + (@00 + @001 )Blut s
or

(1+aB+dB)q =(w + &, By, (B.4)
This is the equivalent TF (2,2,1) model with = J,, + J,,,0, = 0,,0,,, W, = W, + W,, and
W, = W,0,, + W0y, -

The model gains of the two TF models in parallel ar

— — a’lO . — — a‘Zo
a_gl_1+q1 ' ﬁ_92_1+é1' (BS)

The model gainst andf3 serve to partition (effective) rainfall via fass(rface runoff’) and
slow (“baseflow”) pathways, and for total rainfals input, ¢+B) has the conceptual

interpretation of the runoff coefficient of the bras

Now consider two linear reservoir in parallel wittorage coefficients;kand k as depicted in
Figure B.2.

QU1 Q1t

_>CIt

But.1 Q2t

Figure B.2  Two linear reservoirs in parallel.
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Their storage and continuity equations are given by

ds(l)

Oy =K S(l) dt =0 U1~ Y, (B.6)
ds®

Oy = sz(Z) dt :,BUt—l_th'

d
Appendix A shows that the Horton-Izzard equatiotBjAor a linear storage |s£ = k(u— q)

and for a constant input u over the interval oegnation, (tAt, t), it has the discrete time
solution
0 = exp (-kdt)q,, + (I-exp (-kA))u =-3,q,, + 1+ J)u.

For a delayed input ursuwe have for the parallel system of linear resesvoi

O = _5llqlt—1+ (1+ dlj)a u-, (B-7a)
Oy = =005t (1+ 512)/&*{— T (B.7b)
This yields
_af1+4))
Oy = mum (B.8a)
_A1+a)
Oy = mum- (B.8b)

We can establish equivalence with the TF repretient@B.2a) and (B.2b) via the following
reparameterisation:

W, = O’(1+ 511)’ Wy, = :8(1"' 512)’ 511 = —exp(— klAt)’ 512 = eXF(_ kzdt)- (B_9)

Therefore we can work with a conceptual parametgois in terms ofa, 3, ky and k but
perform thecalculation in terms of the TF (2,2,1) model equation (B.4)apaeterised in

terms ofd, ,d, ,w,,w, given by
O =0y, + 01,0, = 0,10, Wy = Wi + Wy, Wy = W0 + W0y (B.10)

Here the TF model parametens, tyo, 011 andd,, are related to the model gamsand3 and
the storage coefficients knd k through equation set (B.9).

This theory provides a conceptual interpretatiod Bfmodels, a reparameterisation in terms

of conceptually meaningful parameters (runoff atodegye coefficients) and a means to derive
TF model parameter values for a different modeétstepAt.
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