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A B S T R A C T

Medium and long-duration energy storage systems are expected to play a critical role in the transition towards
electrical grids powered by renewable energy sources. ACAES is a promising solution, capable of handling
power and energy ratings over hundreds of MW and MWh, respectively. One challenge with ACAES is achieving
the required highly efficient operation in the compressor over the range of conditions encountered in the system
as the pressure in the air store changes. In this paper, an application-oriented axial-flow compressor is designed,
aiming towards efficient operation throughout the operation range, whilst also associating the performance
prediction to a practical compressor geometry. A two-step design methodology based on inviscid, axisymmetric
flow conditions has been implemented, leading to the flowtrack, blade-row geometries and the compressor
performance map. The compressor model is integrated into an ACAES model, including two compression spools,
two expansion stages with preheat, a constant volume high pressure storage operating between 5.5 and 7.7
MPa and two separate Thermal Energy Storage units. While the existing ACAES literature either ignores the
transient off-design operation or uses generic numerical correlations (which are not associated to a particular
geometry), the key novelty of this paper is the application of a detailed design method for turbomachinery to
ACAES. The results indicate that the designed compressor requires 33 stages over the two spools, and is able to
operate efficiently over the storage pressure range, showing that if the application-oriented design procedure
is applied to the compressor, it does not stop ACAES reaching 70% round-trip efficiency, outputting 35MW for
approximately 15 h. Importantly, the specific ACAES requirement of conserving heat at higher temperatures
has been fulfilled by decreasing the number of intercoolers. Finally, it is recommended that a similar level of
scrutiny is applied to the other components (i.e. expanders, heat exchangers and TES units), keeping in mind
the unique set of operational requirements of ACAES. This work is an important step towards removing the
common misconception that off-the-shelf components can be easily be used in typical ACAES designs.
1. Introduction

Successful deployment of medium (between 4 and 200 h [1]) and
long duration (over 200 h) energy storage systems is integral in en-
abling net-zero in most countries. Despite the urgency of extensive
implementation, practical large-scale storage besides Pumped Hydro
(PHES) remains elusive [2]. Within the set of proposed alternatives
to PHES, Adiabatic Compressed Air Energy Storage (ACAES) has long
been regarded a promising technology capable of storing ⩾100’s MWh,
at discharging periods generally greater than eight hours and power
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ratings over 100’s MW [3]. ACAES is regarded as a technology capa-
ble of performing energy arbitrage, peak shaving, infrastructure up-
grade deferral, black-start, and even demand-response limited [4]. Re-
search interest in ACAES systems has grown steadily over the past two
decades [5], with most publications consisting of numerical thermody-
namic analysis, occasionally supported by part-plant experiments [6].

The working principle of ACAES is as follows: Surplus power from
the grid (or, alternatively, directly from renewable energy sources RES
such as wave-powered [7], photovoltaic [8] or wind [9]) is used to
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Nomenclature

Symbols

+𝑚 Streamwise direction,
+𝑛 Normal direction,
+𝑟 Radial direction,
+𝑦 Quasi-normal direction,
+𝑧 Axial direction,
𝐴 Area, m2,
#„𝐶 Absolute velocity (vector), m s−1,
𝐶 Absolute velocity (scalar), m s−1,
C Blade chord length, m,
𝐶𝐷,𝑠 Howell modified drag coefficient,
𝐶𝐿 Lift Coefficient,
𝑐𝑝 Specific heat at constant pressure, J kg−1

K−1,
𝐶𝑟 Heat capacity ratio,
𝐷𝐹 Diffusion Factor,
𝐷𝐹𝐸𝑄 Lieblein’s Equivalent Diffusion Factor,
H Blade height, m
ℎ Specific enthalpy, J kg−1,
𝑖 Station index,
𝐼 Rothalpy, J kg−1

𝐿�̇� Number of mass flow rate off-design condi-
tions tested,

𝐿𝜔 Number of rotational speed off-design con-
ditions tested,

𝑚 Streamwise coordinate, m,
�̇� Mass flow rate, kg s−1,
𝑀𝑎 Mach number,
 Number of nodes along a quasi-normal
𝑃 Pressure, Pa
 Degree of reaction,
𝑟 Radial position/coordinate, m
 Number of stations on a spool,
𝑆𝑆 Speed of sound, m s−1,
𝑠 Specific entropy, J kg−1 K−1,
S(𝑟) Local pitch, m,
𝑠𝑔 Stage index,
#„𝑈 Blade tangential velocity (vector), m s−1,
𝑇 Temperature, K,
T Blade thickness, m
𝑡 Time, s,
𝑢 Specific internal energy, J kg−1,
𝑈 Blade tangential velocity (scalar), m s−1,
#„𝑉 Relative velocity (vector), m s−1,
𝑉 Relative velocity (scalar), m s−1,
�̇� Work (power), J,
𝛥𝑤 Specific work, J kg−1,
𝑦 Quasi-normal coordinate,

Greek Characters

+𝜃 Tangential direction,
𝛼 Absolute flow angle,

drive compressors which intake atmospheric air. Upon leaving the com-
pressors, the exergy in the hot pressurised air is divided into its pressure
and temperature components in heat exchangers. The air is stored
2

𝛽 Relative flow angle,
𝛾𝑠 Stagger angle,
𝛿 Deviation angle,
𝛿𝜖 Flow turning departure, |

|

𝜖𝑂𝐹𝐹 − 𝜖𝑂𝑁 |

|

,
𝛿𝜄 Incidence angle departure, |

|

𝜄𝑂𝐹𝐹 − 𝜄𝑂𝑁 |

|

,
𝜀 Heat exchanger effectiveness,
𝜁𝑃 Pressure loss coefficient,
𝜁1 Primary loss coefficient,
𝜁2 Secondary loss coefficient,
𝜁𝑒𝑤 End-wall loss coefficient,
𝜂 Efficiency,
𝜃 Blade camber angle,
𝜄 Incidence angle,
𝜅 Curvature, m−1,
𝛬 Blade aspect ratio,
𝜌 Density, kg m−3,
𝜎 Blade solidity,
𝜙 Stream surface angle,
𝜑 Flow coefficient,
𝜓 Load coefficient,
#„𝜔 Rotational speed (vector), s−1,
𝜔 Rotational speed (scalar), s−1,

Subscripts

∅ Absolute stagnation property,
∅𝑅 Relative stagnation property,
1 Relative to the rotor inlet (station 1)
2 Relative to the rotor outlet/stator inlet

(station 2)
3 Relative to the stator outlet (station 3)
𝑎 Ambient condition,
𝐴𝐶 Corresponding to the after-cooler heat ex-

changer,
𝑎𝑖𝑟 Air property,
𝑐 Compressor,
𝑐ℎ𝑔 Relative to the charging process,
𝐶𝜃 Relative to the absolute tangential velocity,
𝑐𝑜𝑜𝑙 Coolant property,
𝑑𝑖𝑠 Relative to the discharging process,
𝑒 Expander,
𝑒𝑤 End-wall,
ℎ𝑢𝑏 Relative to the hub radius,
𝐻𝑃𝑆𝑇 Property evaluated at the High-pressure

Storage,
𝐼𝐶 Corresponding to the inter-cooler heat ex-

changer,
𝑖𝑑𝑙𝑒 Corresponding to the idle period,
𝑖𝑛 Property evaluated at the blade row inlet,
𝑚 Component in the streamwise direction,
𝑁 Condition evaluated at the node N,
𝑛 Component in the normal direction,
𝑅 Relative to the rotating blades (rotors),

in a high-pressure store (HPST) and the heat in a separate thermal
energy store (TES). When there is a grid net demand, the ACAES system
discharges by releasing the compressed air from the HPST, recombining
it in heat exchangers with the thermal energy stored in the TES. The
hot pressurised air is then expanded in turbines, which drive electrical
generators [3]. The key difference between ACAES and its technological
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𝑟𝑒𝑐 Relative to the recovery period,
𝑟𝑒𝑓 Reference radius,
𝑆 Relative to the static blades (stators and

guide vanes),
𝑆𝑃𝑛 Relative to the 𝑛th compressor spool,
𝑆𝑆 Relative to a streamsheet,
𝑡𝑖𝑝 Relative to the tip radius,
𝑧 Component in the axial direction,
𝜃 Component in the tangential direction,

Superscripts

𝑖𝑛 Inlet condition,
𝑂𝐷 On-design condition,
𝑂𝐹𝐹 Off-design condition
𝑜𝑢𝑡 Outlet condition,

predecessor, diabatic – DCAES–, is the lack of external energy sources
supplying heat prior to the expansion stages. In DCAES, a combustion
chamber is responsible for re-heating the air, whilst in ACAES, the heat
of compression is stored and recycled [10].

This heat recycling is the key feature that enables ACAES to be
a potentially excellent net-zero storage technology. However, it also
imposes a major challenge to the system operation, design and per-
formance. Since there is no external heat supply, the expander inlet
temperature is limited by, and heavily coupled to, the compressor
outlet temperature [11]. Moreover, the heat exchangers and TES will
always introduce some temperature drop, which further aggravates
this limitation. Whilst conventional gas turbines, and the turbines in
DCAES systems, tend to operate at high temperatures (over 800 K in
McIntosh [12], 760 K in Huntorf [13] and over 2000 K in modern
gas turbines for power generation [14]), in ACAES the expanders must
operate at temperatures akin to sub- and supercritical steam turbines,
500 [15]–800 [16] K

The strong coupling between the charging and discharging pro-
cesses in ACAES leads to challenges and unconventional operation
requirements in the compressors, heat exchangers, TES and turbines.
Conserving the heat at high temperatures – and, therefore, reversibility
– becomes paramount in achieving acceptable performance. DCAES,
on the other hand, does not experience this coupling. In the McIntosh
plant, the compressor train maximum outlet temperature is around
450 K with unbalanced intercooler operation, cooling the air down
without conserving high temperature in the coolant, which only reaches
≈305 K [17]. Similarly, the three intercoolers and single aftercooler in
the Huntorf compressor train cool the air from between 417 and 508 K
down to 315 K [13]. In TICC-500, a rare example of a well-documented
ACAES full-plant experimental study, compression heat losses and
inefficiencies in the TES system directly contributed to the lower-
than-anticipated system performance, with an experimental round-trip
efficiency (RTE) of 23.7% instead of the predicted 40.7% [18].

Therefore, the authors postulate that, for satisfactory ACAES perfor-
ance, compressors must be able to efficiently operate with higher outlet
emperatures, heat exchangers must be highly effective and reversible and
urbines must operate with lower inlet temperatures without compromising
fficiency. The requirement for this level of redesign across multiple
omponents is a primary reason that, despite significant funding, a
iable ACAES design does not yet exist. Beginning to address this
rucial knowledge gap, this paper aims to deal with the compressor
esign. By designing an application-specific axial-flow compressor, it
s expected that the machine operates efficiently in on- and off-design
onditions with minimal inter- and after-cooling. The importance of
tilising detailed compressor design and performance prediction in
3

CAES has been discussed in [19]. In the literature, there are some
publications that do consider an off-design performance penalty, such
as [20–22]. However, these use generic mathematical models, based
on semi-empirical correlations developed for conventional centrifugal
compressors, without any remarks to technology type, compressor ge-
ometry or performance calculation. Polynomial interpolation has also
been implemented to introduce an off-design penalty, e.g. [23,24].

While indicative, this previous work neglects practical limitations
that arise from designing a compressor for ACAES. Ultimately, this
arises from the fact compressor operation is highly specific to the actual
compressor geometry, and generalised performance maps cannot be
reliably assumed from compressors in other applications. To the best
of our knowledge, this paper presents the first detailed compressor
design and the associated performance map for a specifically-designed
ACAES compressor.The designed compressor is able to output air at
the required pressure range, between 5.5 and 7.7 MPa, at a power
consumption of 43 to 62 MW, and operating with variable angular
speed and adjustable Inlet Guide Vanes. The designed compressor
is split into two spools, which rotate at different, but proportional,
speeds, consisting of 33 stages divided as 18 in the first spool and
15 on the second. The authors opted to develop an axial compressor,
which requires more stages than centrifugal machines to achieve the
same outlet pressure. This in turn means that the off-design penalty
is spread, decreasing the stage-specific performance degradation, at
the expense of narrowing the stable operation range due to incidence
angle departure (𝜄𝑂𝐹𝐹 − 𝜄𝑂𝑁 ) building up from inlet to outlet. In off-
design conditions, the flow turning imposed by each blade row is
different from the design value, which leads to the downstream blade
rows to receive the air at an incidence angle increasingly farther from
the design, which can lead to a potentially excessive incidence angle
deviation, increasing losses and inducing instabilities, particularly on
rear-stages [25,26] (see Section 3.2.2). The compressor design and per-
formance prediction procedure follows the Reference Radius Method
(RRM) to generate the preliminary design, followed by the inviscid
Throughflow Method (TFM) to define a reliable geometry and establish
the on- and off-design performance. It is expected that the designed
compressor is able to operate at a high isentropic efficiency within the
relevant pressure range, whilst preserving the airflow high temperature
and allowing the system to operate at a round-trip efficiency similar
to the systems reported in literature, e.g., 70% in [22,27], up to 75%
in [24] and 64% in [28].

2. Adiabatic Compressed Air Energy Storage: thermodynamic
model and compressor requirements

Fig. 1 depicts the proposed ACAES system. Each compressor spool
consists of an IGV row, whose function is to initiate the flow conditions
by providing the appropriate incidence angle upon the first rotor row,
followed by 𝑆 stages (rotor + stator), and the OGV, responsible for
removing the tangential velocity component from the airflow. During
system charging, once the airflow has left a compressor spool, it is
decelerated in an ideal diffuser, recovering the dynamic pressure and
temperature. The airflow is then cooled to near-ambient temperature
in a heat exchanger and it is either delivered to the second spool
(intercooler – IC) or into the underground storage (aftercooler – AC).
Each charging heat exchanger is assumed to be capable of outputting
air at a fixed temperature (313.15 K), by varying the coolant flow such
that the heat capacity ratio 𝐶𝑟 is kept at 0.9, with 𝐶𝑎𝑖𝑟 < 𝐶𝑐𝑜𝑜𝑙. The
instantaneous effectiveness 𝜀 is calculated and stored as a function of
the coolant outlet temperature (𝜀 = 𝑓 (𝑇 𝑜𝑢𝑡𝑐𝑜𝑜𝑙)) [29]. Each heat exchanger
imposes a 5% pressure drop [13].

The 300,000 m3 high pressure air store cycles between a minimum
of 5.5 MPa and a maximum of 7.7 MPa. It operates adiabatically during
the system charging and discharging, whilst allowing the stored air to
return to ambient temperature in between [6,29]. The storage maxi-
mum and minimum pressures have been chosen to be similar to the two

commercially available plants in operation, Huntorf 4.6–7.2 MPa and
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Fig. 1. Proposed ACAES system: two spool compressor, each with inlet and outlet guide vanes, followed by a diffuser and a inter/after cooler. Two insulated sensible heat TES
tanks mix and store the thermal fluid incoming from the charging heat exchangers. The underground storage is a 300,000 m3 cavern, cycling between 5.5 and 7.7 MPa. The
discharging section consists of a throttle valve and two expanders preceded by a heater heat exchanger.
McIntosh 4.6–7.5 MPa [10]. The coolant outflowing from the charging
heat exchangers enters the TES tanks, wherein it is irreversibly and
uniformly mixed with any previously stored coolant. During discharge,
air is released from the high pressure store, via the throttle valve,
which is set to 5.5 MPa, again similar to Huntorf and McIntosh [10].
The discharging heaters construction is similar to the IC/AC, and thus,
effectiveness is taken from the values recorded during discharge at the
corresponding TES temperature (see Section 2.2), whilst also imposing
the same pressure drop of 5%.

2.1. System and components models

The ACAES model is developed using the finite time-step approach,
in which a quasi-steady state analysis calculates the thermodynamic
state evolution at the inlet and outlet of each component, coupling
adjacent components (no loss between components is considered).
Within each time-step, 𝛥𝑡 = 𝑡2 − 𝑡1, all properties and functions are
evaluated at the initial instant 𝑡1 such that ∫ 𝑡2𝑡1 𝑓 (𝑡)𝑑𝑡 ≈ 𝑓 (𝑡1)𝛥𝑡 and
𝑓 (𝑡2) = 𝑓 (𝑡1) +

𝛥𝑓 (𝑡)
𝛥𝑡 𝛥𝑡. All thermodynamic properties were obtained

from the CoolProp package for Matlab [30].
The system operation is divided into four subsequent stages: (i)

charging : during which the compressors draw power from the grid and
compress the air, converting the electricity into thermal and potential
mechanical energy; (ii) idle: a stand-by phase during which no air is
moved; (iii) discharging : air is released from storage and is expanded in
turbines which power electrical generators, returning the energy to the
grid; (iv) recovery : an interim between the end of discharging and the
beginning of the next changing cycle.During the idle and recovery peri-
ods, the compressed air stored in the high-pressure store is considered
to return to the underground temperature, which in turn, is assumed
equal to ambient. Furthermore, as reported in [31], it can be noted
that the ambient temperature assumed is not far from the conditions
in Huntorf, where the cavern temperature typically varies between 30
and 10 ◦C. The system round-trip efficiency 𝜂 is calculated by the
4

𝑅𝑇𝐸
ratio between the energy generation (during discharging, Eq. (15)) and
consumption (during charging, from performance map):

𝜂𝑅𝑇𝐸 =
∫ 𝑡𝑑𝑖𝑠0 �̇�𝑑𝑖𝑠𝑑𝑡

∫ 𝑡𝑐ℎ𝑔0 �̇�𝑐ℎ𝑔𝑑𝑡
≈

∑𝑡𝑑𝑖𝑠
0 �̇�𝑑𝑖𝑠𝛥𝑡

∑𝑡𝑐ℎ𝑔
0 �̇�𝑐ℎ𝑔𝛥𝑡

(1)

As previously explored in [6], the variable storage pressure inherent
to isochoric CAES systems leads to an imbalance between the added
and extracted air masses in the first few full charge–discharge cycles.
After a few cycles (approximately 5), the operation is sufficiently sta-
bilised and the performance settles at it nominal value. Therefore, the
system simulation will take this effect into account, running successive
charging-idle-discharging-recovery (Solution Run - 𝑆𝑅) until a stable
operation is achieved. Moreover, the ACAES components modelling
has been developed using the conventional black-box models, wherein
a set of input conditions determine the component performance and
output properties, without reference to the detailed internal construc-
tion of components. This classical thermodynamic approach has a key
benefit of simplifying the analysis, whilst also providing a clear set
of design objectives, i.e., establishing the correlations between inputs
and desired outputs, which can be used as guidelines in designing the
components. In the case of the present study, the compressor guidelines
stemming from the black-box approach indicate that it is advantageous
to conserve high airflow temperatures, whilst the compressor runs with
elevated isentropic efficiencies and mass flow rates within the required
operating range [11].

2.2. Heat exchangers

The heat exchangers are responsible for removing the thermal ex-
ergy from the airflow after the compressors (inter- and aftercoolers
in charging) or reintroducing it to the airflow in the reheaters during
discharging. Although the mathematical model applied to IC, AC and
heaters is similar, there are operational differences between charging
and discharging. During the system charging, it is assumed that the
inter- and after-cooler are able to cool the airflow down to a fixed
outlet temperature, 313.15 K, regardless of the inlet air temperature



Energy Conversion and Management 304 (2024) 118233D.L. Pottie et al.

k
e
t
N
d

𝑄

𝑇

𝑇

𝐶

𝐶

a
t
c
t
v
t
d
t
a
w
s

w
T

2

m
p
d
t
t
u
c
s
a
y

𝑚

w
i
c
t
s
m
s
D
o
i

w
r
c
i
a
t

2

g
b
P
d
(

ℎ

𝑇

2

k
A
n
u
p
p
m
m
c

𝑚

𝑢

𝑇

𝑃

w
𝑚
(
a
v
s
i
t
a

e
t
t
t
a

𝑃

and heat capacity. To achieve this, the coolant mass flow rate and heat
exchanger effectiveness are variable, whilst the heat capacity ratio 𝐶𝑟 is
ept at 0.9, with the air heat capacity always smaller than the coolant to
nsure it undergoes the greatest temperature variation. In these cases,
he coolant enters the inter- and after-coolers at ambient temperature.
o particular heat exchanger geometry is assumed, and a 5% pressure
rop is assumed, similar to the figures reported in [13,23].

𝑎𝑖𝑟 = 𝑄𝑐𝑜𝑜𝑙 = 𝑄𝐼𝐶,𝐴𝐶 = 𝜀𝐶𝛥𝑇 ,
𝑜𝑢𝑡
𝑎𝑖𝑟 = 313.15 K,
𝑖𝑛
𝑐𝑜𝑜𝑙 = 298.15 K, (2)
= �̇�𝑐,

𝑟 =
𝐶𝑚𝑖𝑛
𝐶𝑚𝑎𝑥

=
𝐶𝑎𝑖𝑟
𝐶𝑐𝑜𝑜𝑙

= 0.9

Conversely, during the system discharge the air mass flow rate
nd thermal fluid inlet temperature are constant while the air inlet
emperature decreases slightly as the HPST cools (see Fig. 8). In such
onditions, the discharge heat exchangers operate with constant effec-
iveness and variable outlet temperature. Moreover, the effectiveness
alue used is taken from data recorded during the system charging, by
aking the effectiveness as a function of the hot fluid temperature (air
uring charging, coolant during discharging). Once the coolant leaves
he heat exchanger it is stored in a cold tank and assumed to reach
mbient temperature by the next cycle. All heat exchangers operate
ith Dowtherm A as coolant, and according to the manufacturer data

heet [32], the thermal fluid (coolant) specific heat – 𝑐𝑐𝑜𝑜𝑙 – at various
temperatures can be modelled as

𝑐𝑐𝑜𝑜𝑙(𝑇 ) = 2.915 𝑇 [K] + 708.4 (3)

here 𝑐𝑐𝑜𝑜𝑙 is given in J kg−1 K−1, the temperature 𝑇 must be in kelvin.
his correlation is valid for 288 ⩽ 𝑇 ⩽ 678 K.

.3. TES

The Thermal Energy Storage (TES) units store thermal exergy re-
oved from air post-compression, and later deliver it to be recombined
rior to expansion. Ideally, the TES unit would operate without exergy
estruction due to mixing heat at different temperatures, i.e., perfect
hermal-stratification. However, in fluids internal heat diffusion tends
o homogenise temperature over the storage period. Therefore, the TES
nits are always considered to be uniformly mixed. The thermal fluid
oming from the charging heat exchangers – inter- and after-cooler – is
tored until it is supplied to the heaters during discharging. The mass
nd energy balance applied to the thermal energy store during charging
ields

𝑚𝑇𝐸𝑆𝑐𝑜𝑜𝑙,2 = 𝑚𝑇𝐸𝑆𝑐𝑜𝑜𝑙,1 + �̇�𝑐𝑜𝑜𝑙𝛥𝑡, (4)
𝑇𝐸𝑆
𝑐𝑜𝑜𝑙,2𝑐

𝑇𝐸𝑆
𝑐𝑜𝑜𝑙,2𝑇

𝑇𝐸𝑆
𝑐𝑜𝑜𝑙,2 = 𝑚𝑇𝐸𝑆𝑐𝑜𝑜𝑙,1𝑐

𝑇𝐸𝑆
𝑐𝑜𝑜𝑙,1𝑇

𝑇𝐸𝑆
𝑐𝑜𝑜𝑙,1 + �̇�𝑐𝑜𝑜𝑙𝑐𝑐𝑜𝑜𝑙𝑇𝑐𝑜𝑜𝑙𝛥𝑡, (5)

here 𝑚𝑇𝐸𝑆𝑐𝑜𝑜𝑙,𝑗 is the coolant mass stored (kg) in each TES tank at
nstant 𝑗, wherein 𝑗 = 1 stands for the timestep beginning and 𝑗 = 2
orresponds to the end. 𝛥𝑡 is the timestep increment, in seconds, 𝑐𝑐𝑜𝑜𝑙 is
he temperature-dependent coolant specific heat capacity (J kg−1 K−1,
ee Eq. (3)), 𝑇𝑐𝑜𝑜𝑙 is the coolant temperature in K and �̇�𝑐𝑜𝑜𝑙 is the coolant
ass flow rate from the correspondent charging heat exchanger, in kg

−1. During the idle period, no mass or heat loss is assumed in the TES.
uring discharging, the TES temperature remains constant, therefore
nly the mass balance (Eq. (4)) is used, with a negative mass flow rate
ndicating the coolant outflow.

It can be noted that the presented TES model is not likely to be
ell-suited for grid-scale ACAES systems, since the mass of coolant

equired will scale rapidly. However, a more intricate model is not
onsidered, since the main research goal is to address the effects and
mpacts of the compressor operation in the system. Further research can
nd should utilise the compressor results presented here and expand
5

hem to accommodate a detailed heat exchanger and TES analysis.
.4. Throttle valve

The throttle valve is assumed adiabatic isenthalpic. Under ideal
as assumptions, wherein ℎ = 𝑓 (𝑡), the throttle valve should also
e isothermal but, by taking the actual fluid properties from Cool-
rop, a temperature drop is observed. The magnitude of this effect
ecreases as the discharging process takes place and the throttle ratio
𝑃𝐻𝑃𝑆𝑇 (𝑡)∕𝑃 𝑡ℎ𝑟) approaches unity.
𝑜𝑢𝑡(𝑡) = ℎ(ℎ = ℎ𝐻𝑃𝑆𝑇 (𝑡)) (6)
𝑜𝑢𝑡 = 𝑇 (ℎ = ℎ𝑜𝑢𝑡, 𝑃 = 𝑃 𝑡ℎ𝑟), (7)

.5. High pressure air store (HPST)

The High-pressure store (HPST) is responsible for receiving and
eeping the compressed air until a net energy demand requires the
CAES facility to discharge. Effectively, the HPST stores energy as
on-flow physical exergy due to pressure. When the ACAES system is
nder charging, the mass increment to the store increases the storage
ressure, compressing the previously stored air to a new equilibrium
ressure. Conversely, when the system is discharging, the outflowing
ass decreases the store pressure and temperature. This process can be
odelled under uniform transient analysis applying mass and energy

onservation

2(𝑡) = 𝑚1(𝑡) ± �̇�(𝑡)𝛥𝑡, (8)

2(𝑡) =
𝑚1(𝑡)𝑢1(𝑡) ± �̇�(𝑡)ℎ(𝑡)𝛥𝑡

𝑚2(𝑡)
, (9)

2(𝑡) = 𝑇 (𝑢 = 𝑢2(𝑡)), (10)

2(𝑡) = 𝑃 (𝑇 = 𝑇2(𝑡), 𝑣 = 𝑉𝐻𝑃𝑆𝑇 ∕𝑚2(𝑡)) (11)

here 𝑚1 and 𝑚2 are the timestep initial and final stored air mass,
̇ is the mass flow rate flowing into (charging, + ve sign) or out of
discharging, −ve sign) the HPST, 𝑢1 and 𝑢2 are the stored air initial
nd final specific internal energy, ℎ is the specific enthalpy, whose
alue is either the final aftercooler air outlet enthalpy (charging) or the
tore timestep initial specific enthalpy (discharging). Once the updated
nternal energy, 𝑢2 has been calculated, it is used in conjunction with
he updated specific volume, 𝑣2, to determine the updated temperature
nd pressure.

Once charging or discharging processes are completed, the HPST
nters the idle and recovery periods, respectively. These are charac-
erised by no mass flow into or out of the storage, and it is assumed
hat during such periods, there is enough time to allow the stored air
emperature to equalise with ambient (see Fig. 8). The final pressure
fter such periods can be calculated as an isochoric transformation

𝑖𝑑𝑙𝑒,𝑟𝑒𝑐 =
𝑇𝑎
𝑇 𝑓𝑖𝑛

𝑃 𝑓𝑖𝑛 (12)

where 𝑃 𝑖𝑑𝑙𝑒,𝑟𝑒𝑐 is the equilibrium idle or recovery pressure, 𝑇𝑎 is the am-
bient temperature and 𝑃 𝑓𝑖𝑛, 𝑇 𝑓𝑖𝑛 are the final charging or discharging
pressure and temperature, respectively. Finally, the idle and recovery
heat exchange is calculated as the difference between the equilibrium
idle/recovery and the final charging/discharging internal energies.

𝑄𝑖𝑑𝑙𝑒,𝑟𝑒𝑐 = 𝑚
(

𝑢𝑖𝑑𝑙𝑒,𝑟𝑒𝑐 − 𝑢𝑓𝑖𝑛
)

(13)

2.6. Expanders

Given the presence of an upstream throttle valve (see Fig. 1), the
expander operates with constant mass flow rate, under fixed inlet
pressure and expansion ratio. The expander analysis does not take into
account any dynamic effects, instead only takes the inlet and outlet
thermodynamic properties. The instantaneous expander power output
�̇�𝑒(𝑡) is calculated as

̇ 𝑑𝑖𝑠 ( )
𝑊𝑒(𝑡) = 𝜂𝑠�̇� ℎ𝑖𝑛(𝑡) − ℎ𝑜𝑢𝑡,𝑠(𝑡) (14)
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Table 1
Qualitative comparison between conventional components capabilities and the unusual
ACAES requirements [11].

Conventional capabilities ACAES requirements

Compressors • Minimise power input
• Lower outlet temperature
• High isentropic efficiency

• Maximise outlet temperature
• Lower number of intercoolers
• High isentropic efficiency

Heat
exchangers

• Maximise effectiveness
• Minimise pressure drop
• High heat capacity imbalance

• Minimise power input
• Lower outlet temperature
• High isentropic efficiency

Expanders • Maximise power output
• Maximise inlet temperature
• High pressure ratio
• High isentropic efficiency

• Maximise power output
• Lower inlet temperature
• Lower pressure ratio
• High isentropic efficiency

Optimisation • Individual components • System as a whole

where 𝜂𝑠 is the expander isentropic efficiency, 𝑚𝑑𝑖𝑠 is the discharging
ass flow rate (90 kg s−1, see Table 5), ℎ𝑖𝑛 and ℎ𝑜𝑢𝑡,𝑠 are the inlet and

sentropic outlet specific static enthalpies. The output energy (𝑊𝑒) over
𝛥𝑡 time interval is simply

𝑒(𝛥𝑡) = ∫

𝑡2

𝑡1
�̇�𝑒(𝑡)𝑑𝑡 ≈ �̇�𝑒(𝑡1)𝛥𝑡 (15)

.7. Components: ACAES requirements vs. off-the-shelf capabilities

Conventional compressors, and the compressors used in DCAES
lants, tend to stack intercoolers to lower subsequent stages inlet
emperature, which decreases the specific work input and capital costs.
his is allowable when an external heat source is used to provide high
nthalpy air (through combustion) at the expander inlets, as is the case
n the Huntorf and McIntosh plants [12,13]. The compressor intercool-
rs are then highly imbalanced which leads to high effectiveness. This
ot possible in ACAES since the expander inlet temperature can only be
s high as the coolant from the intercooler. Hence from a theoretical
erspective, the optimal condition – in terms of heat capacity – would
e a balanced heat exchanger. However, in practice this corresponds to
minimum effectiveness [33].

Conventional compressors and gas intercoolers are, therefore, not
uitable for ACAES. Further evidencing the lack of market ready com-
ressors capable of operating within ACAES requirements, a recent
AES white paper published by Siemens Energy [34] makes no remark
o adiabatic systems, but instead, only considers fired systems. Hence
he compression train should be redesigned to abide by ACAES require-
ents, as summarised in Table 1. The design and performance analysis
rocedures will be conducted in accordance with the well-established
nd validated reference radius and throughflow methods. The principal
esign objective is to create a plausible compressor geometry and its
ssociated operation map within the defined operational range.

So far, there are four ways in which the compressor operation is
reated in papers describing ACAES models: (i) A fixed mass flow rate
nd efficiency are assumed (vast majority of publications) and the
ompressor power consumption increases with air storage pressure. (ii)
imple numerical correlations are used (i.e. [23,33]), which seek to
rtificially introduce an off-design performance penalty based on the
eneral shape of turbomachinery performance curves. (iii) Experimen-
al analysis which measures the actual performance of a compressor
onnected to a pressure vessel under variable load conditions. In [35],
5.2 MW centrifugal compressor, proposed for ACAES applications,

s tested in off-design conditions. However, the is only able to reach
stagnation pressure ratio of ≈2.4, meaning more stages would be

ecessary to reach conventional CAES pressures. The interaction be-
ween stages aiming a system-level optimisation was not analysed.
iv) Generalised performance prediction methods are used, such as
lugel formulas (i.e. [22,36–39]), which establish correlations between
rescribed design performance values and typical off-design relative be-
aviour, without a corresponding compressor geometry. The shortage
6

o

of publications that associate a compressor performance to an actual de-
sign exposes a key knowledge gap that this paper aims to fulfil, bridging
the conventional black-box approach to a robust and well-established
compressor design procedure. Notably, the mean-line approach devel-
oped in [19] stands out, where a preliminary centrifugal compressor
geometry, associated with semi-empirical loss correlations, is optimised
to maximise single-stage efficiency and minimise the required number
of stages.

3. Axial-flow compressor design and performance

The axial flow compressor will be designed using two method-
ologies: (i) the reference radius (or mean-line) method, in which the
preliminary geometry (i.e., flowtrack dimensions and number of stages)
is defined, followed by an initial flow stability check for a set of
dimensionless design coefficients and the on-design operational values
for mass flow rate and rotational speed. Following, (ii) the Throughflow
(or streamline curvature) Method takes the preliminary results from (i)
s inputs to define the final geometry and predict the performance in
n- and off-design conditions [25,26,40,41]. The design methodologies
pplied are well-established, extensively employed, and time tested.
his ensures that the resulting geometry and performance map can be
onfidently regarded as a fitting approximation of reality. The novelty,
herefore, lies in its application to ACAES, incorporating the system’s
perational requirements and resulting in a performance map attached
o a preliminary geometry.

The global design procedure can be split into two key processes: the
esign process itself, wherein the compressor geometry is generated and
ts performance is predicted, followed by the solution quality assessment,

which takes the design process output and, qualitatively and quantita-
tively, checks for the flow stability (Section 3.2.3) and performance.
In case a solution fails the solution quality assessment during the RRM
and on-design TFM phases, the design parameters and variables are
updated and the whole design process restarts. This update is manually
implemented by changing the dimensionless design coefficients, within
ranges defined in literature, and analysing the impacts on the output ge-
ometry and performance. The numeric changes themselves involved an
analysis of their definitions and a systematic trial-and-error approach.
During the off-design TFM procedure, various operating conditions are
tested for flow stability and performance, generating a compressor map.

3.1. Reference Radius Method - RRM

The RRM simplifies the flow across the entire annulus section to
a single location, referred to as the reference radius, 𝑟𝑟𝑒𝑓 . This way,
by solving the velocity field and compressible aero-thermodynamic
equations on 𝑟𝑟𝑒𝑓 for all stations,1 the airflow properties are defined
and assumed valid for the entire radial cross section [25,26]. The RRM
defines the hub, reference and tip radii for all  stations, i.e., from
the IGV inlet (𝑖 = 0) up to the OGV outlet (𝑖 = ). In axial-flow
machines, the reference (or mean) radius is defined as the locus that
equally divides the annulus cross section area, calculated as root-mean-
square between the blade hub and tip radii, depicted in Fig. 2(a) and
defined by Eq. (16).

𝑟𝑟𝑒𝑓 =

√

𝑟2ℎ𝑢𝑏 + 𝑟
2
𝑡𝑖𝑝

2
, (16)

In addition to the reference radius being considered as representa-
tive of the entire flow along a specified radial station, the RRM also
makes the following additional assumptions:

1 Defined as the bladeless section between adjacent blade rows, as well as
efore the Inlet Guide Vane (IGV) inlet and after the Outlet Guide Vane (OGV)
utlet.
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Fig. 2. Axial-flow compressor: (a) repeating stage schematic representation; (b) typical velocity diagram under repeating stage assumptions and; (c) flow and angles within a stage.
𝑚

(A.1) Air is treated as an ideal gas;
(A.2) Flow is adiabatic;
(A.3) Constant axial velocity component;
(A.4) Radial velocity and momentum neglected;
(A.5) Reference radius constant;
(A.6) Repeating stage;
(A.7) Inviscid flow;

Assumptions (A.1) and (A.2) are common in flow-machinery con-
texts [25,26,41–43], whilst (A.3) and (A.4) ensure that the RRM re-
mains simple enough to be used as a quick preliminary design method
with reasonable compromise to accuracy [25]. The repeating stage
(A.6) is a simplification that stems from the constant reference radius
(A.5) and axial velocity (A.3), which allows for a single velocity dia-
gram (Fig. 2(b)) to correspond to all stages within the spool, in spite
of the variable geometry [26]. A further consequence of the repeating
stage assumption is that the absolute velocities and flow angles on
the rotor inlet (station 1) are the same as on the stator outlet (sta-
tion 3). Assumption (A.7) eliminates higher order viscous dissipation
terms in the flow equations, ensuring that the flow field equations
are numerically stable and easily solvable. The viscous dissipation and
boundary layer effects are artificially introduced as semi-empirical loss
coefficients [26].

The velocity diagram for a typical axial-flow compressor stage is
depicted in Fig. 2(b). Fig. 2(b) also shows that the axial velocity
components are independent of the chosen frame of reference ( #„𝐶 𝑧 =
#„𝑉 𝑧). The Euler Equation for Turbomachinery [43] (Eq. (17)) correlates
the change in tangential velocity to the stage specific work 𝛥𝑤, in J
kg−1,

𝛥𝑤 = 𝜔𝑟𝑟𝑒𝑓𝛥𝐶𝜃 = 𝜔𝑟𝑟𝑒𝑓𝛥𝑉𝜃 , (17)

where 𝑟𝑟𝑒𝑓 is given in m and the change in tangential velocity, 𝛥𝑉𝜃 =
𝛥𝐶𝜃 is expressed in m s−1.

The first step in the RRM process consists of defining the design
mass flow rate �̇�𝑂𝐷, rotational speed 𝜔𝑂𝐷 and limiting outlet conditions
(e.g., design outlet pressure or maximum temperature allowable in
downstream component). For any annulus bladeless section, the mass
7

flow rate can be calculated by Eq. (18)

̇ = 𝜌𝐶𝑧𝐴 = 𝜌𝐶𝑧𝜋
(

𝑟2𝑡𝑖𝑝 − 𝑟
2
ℎ𝑢𝑏

)

, (18)

where 𝜌 is the static density, in kg m−3, 𝐶𝑧 is the axial velocity
component, m s−1, and 𝐴 is the annulus cross section are, in m2.
Therefore, for a given design mass flow rate and known static density,
choosing an axial velocity components sets the annular cross sectional
flow area. Then, by choosing the 𝑟𝑟𝑒𝑓 , the hub and tip radii on each
station are defined. The manipulation of 𝐶𝑧 allows for controlling the
blade height (H = 𝑟𝑡𝑖𝑝−𝑟ℎ𝑢𝑏), for a fixed area, on a blade row. On a given
radial station 𝑖, the static density calculation (Eq. (18)) depends on the
upstream station (𝑖− 1) aero-thermodynamic properties being known.2
Then, the effects of the blade row between stations 𝑖 − 1 → 𝑖 on the
airflow are accounted for, and the outlet velocities and static pressure
and temperature are calculated. Once static and dynamic properties on
station 𝑖 are fully determined, it becomes the known inlet reference
for the downstream station 𝑖 + 1. This solution marches along all
stations (𝑖 = [0..], where  is the OGV outlet station) on an axial-flow
compressor. The detailed blade row calculating procedure is presented
in Sec. SM.1

The flow coefficient 𝜑 corresponds to the ratio between axial and
blade tangential velocities, allowing for inlet and outlet angles to be
correlated as shown in Eq. (19).

𝜑 =
𝐶𝑧
𝑈
,

1
𝜑

= tan 𝛼1 + tan 𝛽1 = tan 𝛼2 + tan 𝛽2
(19)

The load coefficient 𝜓 (defined in Eq. (20)) correlates how much
energy is absorbed by the fluid (as stagnation enthalpy rise). Ideally,
higher values of load coefficients would be desirable, as they corre-
spond to a greater stage specific pressure increase and blades being
more efficiently loaded [25,26]. However, as the stagnation enthalpy

2 In case of IGV inlet, 𝑖 = 0, it is assumed that ambient conditions
correspond to inlet stagnation properties (𝑇 𝑖=0∅ = 𝑇𝑎, 𝑃 𝑖=0∅ = 𝑃𝑎) and the airflow
velocity is entirely axial (𝐶 = 𝐶 ) [25,26,29].
𝑧
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Table 2
Recommended values for the main dimensionless design parameters used in the
Reference Radius Method.

Variable Symbol Recommended Ref.

Flow coefficient 𝜑 0.4–0.8 [25]
Load coefficient 𝜓 <0.6 [25]
Degree of reaction  0–1 [25]
Blade aspect ratio 𝛬 0.8–1.5 [40,45]
Solidity 𝜎(𝑟𝑟𝑒𝑓 ) 0.8–1.5 [25,26]

rise is achieved by decreasing the local flow velocity, an excessive
loading results in boundary layer detachment and flow reversal. There-
fore, in practical scenarios, the load coefficient is limited to 0.6 (highly
loaded, diffusion controlled blades [25]), and most designs have 𝜓 ≤
.4 to ensure sufficient stall safety margin [26,44].

𝜓 =
𝛥ℎ∅
𝑈2

=
𝛥𝐶𝜃
𝑈

,

𝜓 = 1 − 𝜑
(

tan 𝛼1 + tan 𝛽2
)

,
(20)

The degree of reaction (, Eq. (21)) corresponds to the ratio be-
tween the static enthalpy rise in the rotor over the rise across the total
stage (R + S). It compares how the stage specific compression work
load is divided between the rotor and stator.

 =
ℎ2 − ℎ1
ℎ3 − ℎ1

,

 = 1 −
𝐶𝜃,1 + 𝐶𝜃,2

2𝑈

(21)

Finally, rearranging Eqs. (19)–(21) allows the determination of the
inlet and outlet flow angles across any blade row on the reference
radius locus as presented in Eq. (22).

tan 𝛼1 =
1 − − 𝜓∕2

𝜑
, tan 𝛽1 = −

 + 𝜓∕2
𝜑

,

tan 𝛼2 =
1 − + 𝜓∕2

𝜑
tan 𝛽2 = −

𝜓∕2 −
𝜑

,
(22)

A purely geometric dimensionless design parameter is the blade
aspect ratio, 𝛬, defined as the ratio between the blade height H over
the chord length C. The final dimensionless design parameter presented
here is the blade solidity (𝜎(𝑟)). It is defined in Eq. (23) as the ratio
between the blade chord (C) and the local pitch distance (S(𝑟)) between
adjacent blades along a given radial position, and measures the relative
blade spacing on a blade row. Unlike the previous dimensionless design
parameters, the solidity is not constant across a stage, as it depends on
the radial position. The solidity is a key factor in determining the losses
across a blade row, and values close to unity generally represent a near-
optimum condition3 [29,40,41]. For constant chord length blades, the
solidity decreases from hub to tip due to pitch increase.

𝜎(𝑟) = C
S(𝑟)

, (23)

Table 2 presents a brief guideline of values recommended in the
iterature for the aforementioned design parameters. Note that the
olidity values are evaluated on the reference radius.

An indicative step-by-step RRM application guide can be found in
he Supplementary Material, Sec. SM.1.

.1.1. Losses
The loss calculation procedure begins with the definition of which

lade profile is used. Conventional options, such as the American NACA
5XX or British DCA C.4 series have been extensively tested and are
idely reported on literature, and therefore, numerous semi-empirical

orrelations are available [26,46–49]. Novel alternatives, such as tan-
em blades [50–52], have been proposed in literature with promising

3 In terms of minimising the losses across a blade row.
8

results. However, due to their novelty, there are significantly fewer loss
coefficients correlations proposed so far. Hence, in this paper, the NACA
6510 blade series is used [53].

The notation presented in this section covers the rotating set of
blades. To apply it to stationary blade rows, ( #„𝑉 , 𝛽)1,2,𝑚 → ( #„𝐶 , 𝛼)2,3,𝑚.
Furthermore, the stagnation pressure loss mechanism is a complex,
multi-factor coupled phenomena which includes profile drag, boundary
layer detachment, secondary flow structures, wake mixing, edge vor-
tices, end-wall blockade and tip scrubbing [29]. Each of these interact
with the others, resulting in an intricate, inherently transient and non-
uniform loss mechanism. To simplify the calculation procedure, 2D
cascade experimental data were used to develop equations that predict
each loss component independently. Their combined effect is assumed
to be the sum of the individual pressure losses:

𝜁𝑃 =
∑

𝜁𝑝,𝑖 (24)

Two dimensionless operation parameters useful to calculate the flow
stability and the magnitude of the loss components are the Diffusion
Factor, 𝐷𝐹 and Liblein’s Equivalent Diffusion Factor 𝐷𝐹𝐸𝑄, calculated
by Eqs. (25) and (26) [26]

𝐷𝐹 = 1 −
𝑉2
𝑉1

+
𝑉𝜃,1 − 𝑉𝜃,2

2𝜎𝑉1
, (25)

𝐹𝐸𝑄 =
𝑉𝑚𝑎𝑥
𝑉1

𝑉1
𝑉2

(26)

where 𝑉𝑚𝑎𝑥 is the maximum airflow velocity between the inlet and
outlet sections (along the blade row). In [54], Lieblein developed a
correlation to be used on-design condition (Eq. (27)), later modified
to also be used off-design [55], presented in Eq. (28)

𝑉𝑚𝑎𝑥
𝑉1

𝑂𝐷
= 1.12 + 0.61

cos2 𝛽1
𝜎

( 𝑟1𝐶𝜃,1 − 𝑟2𝐶𝜃,2
𝑟1𝐶𝑧

)

, (27)

𝑉𝑚𝑎𝑥
𝑉1

𝑂𝐹𝐹
=
𝑉𝑚𝑎𝑥
𝑉1

𝑂𝐷
+ 0.0117 |𝛿𝜄|1.43 (28)

In Eq. (27), 𝑟1 = 𝑟2 = 𝑟𝑟𝑒𝑓 for repeating stages (A.6), while in
Eq. (28), 𝛿𝜄 is the incidence angle departure, calculated as 𝛿𝜄 = 𝜄𝑂𝐹𝐹 −
𝜄𝑂𝐷 and used for off-design analysis (see Section 3.2.2). We consider
three loss mechanisms: (1) Primary loss, (2) Secondary flow losses, and
(3) End-wall losses. The primary loss (1) consists of the profile drag
and wake mixing losses. The secondary flow (2) loss coefficient, 𝜁2
encompasses the stagnation pressure drop due to flow structures not
displayed on the velocity diagram, Fig. 2(b). These include vortex for-
mation between blades, separation zones and unwanted re-circulation
. Finally, the end-wall loss (3) coefficient, 𝜁𝑒𝑤 covers the loss induced
by the interaction between the main airflow and the low-energy flow
in the boundary layers on the hub and shroud surfaces. The loss
coefficients, 𝜁1 through 𝜁𝑒𝑤, can be calculated according to Eqs. (29)
through (31) [26,49,54,56]

Primary

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜁1 = 8 ⋅ 10−3
[

𝜎
cos 𝛽2

(

𝑉2
𝑉1

)2
]

(

1 + 3.1
(

𝐷𝐹𝐸𝑄 − 1
)2

+0.4
(

𝐷𝐹𝐸𝑄 − 1
)8
)

(29)

Secondary

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶𝐷,𝑠 = 0.018𝐶2
𝐿,

𝛽𝑚 = arctan
[

0.5
(

tan 𝛽1 + tan 𝛽2
)]

,

𝜁2 = 𝐶𝐷,𝑠𝜎
cos2 𝛽1
cos3 𝛽𝑚

,
(30)

End-wall
⎧

⎪

⎨

⎪

𝐶𝐷,𝑒𝑤 = 0.02 1
𝜎𝛬

,

𝜁𝑒𝑤 = 𝐶𝐷,𝑠𝜎
cos2 𝛽1

3
,

(31)
⎩ cos 𝛽𝑚
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Fig. 3. Key concepts and schematic depiction of the TFM. (a) Radial (quasi-normal) stations discretisation with nodes located along streamlines; (b) stream surface generated from
revolving streamlines around axial direction +𝑧, and; (c) velocities and flow angles on the nodes.
a
b
𝑉

𝑚

where 𝐶𝐿 is the lift coefficient, 𝛽𝑚 is the mean flow angle, 𝐶𝐷,𝑠 is
Howell’s secondary flow drag coefficient and 𝐶𝐷,𝑒𝑤 is the end-wall drag
coefficient

3.2. Throughflow Method - TFM

Once the RRM has been run, the required number of stages, pre-
liminary flowtrack geometry and axial length are defined. However,
the RRM overlooks all flow effects which do not occur specifically at
the reference radius. Therefore, it cannot reliably predict the airflow
stability or the magnitude of the compression effect occurring along the
blade span. This is particularly critical as rotor tip and stator hubs are
prone to experiencing boundary layer detachment and flow reversal,
as flow turning and centrifugal effect increase at higher radii [26].
Moreover, the RRM precluded the existence of radial velocity and
momentum components, which must exist as the flowtrack converging
geometry will naturally impose changes in radial coordinates [25].
Thus, it is necessary to expand the analysis to integrate these effects
to the modelling through the TFM.

While the RRM solves the flow equations on cylindrical coordinates,
the TFM is set up using the natural coordinates system, with the
following mutually orthogonal components: streamwise (𝑚), normal (𝑛)
nd tangential (𝜃). This change in coordinates considerably simplifies
he flow equations, as the nodes (where mass, energy and momentum
alance equations are evaluated) are located along streamlines. This
nsures that, according to the streamline definition, no normal velocity
omponent exists on the nodes, i.e., #„𝑉 𝑛 = 0 [42]. Therefore, the
bsolute and relative velocity vectors on any given node are given by:

#„𝐶 = 𝑉𝑚
#„𝑖𝑚 + 𝐶𝜃

#„𝑖 𝜃 ,
#„𝑉 = 𝑉𝑚

#„𝑖𝑚 +
(

𝑈 − 𝐶𝜃
) #„𝑖 𝜃 ,

since #„𝑉 𝑚 = #„𝐶𝑚. The radial stations located between blade rows, as
ell as along the IGV inlet (𝑖 = 0) and OGV outlet (𝑖 = ), are discre-

ised into  nodes (Fig. 3(a)), located along streamlines which, when
evolved around the axial direction +𝑧, results in concentric stream-
urfaces. The region encompassed between adjacent stream surfaces is
he stream sheet. The generation of stream surfaces is schematically
epresented in Fig. 3(b). The velocities and flow angles considered in
he TFM are depicted in Fig. 3(c), and are evaluated on all nodes.

The assumptions and simplifications used in the TFM are outlines
nd discussed ahead:

(B.1) Air is treated as a dry, ideal gas;
(B.2) Flow is adiabatic;
(B.3) Quasi-steady state;
9

(B.4) Inviscid flow;
(B.5) Nodes are located along stream surfaces;
(B.6) Aero-thermodynamic properties vary linearly between adjacent

nodes;
(B.7) Axisymmetric flow with respect to +𝑧;

Assumptions (B.1) through (B.4) are carried over from the RRM
pproach. Assumption (B.5) ensures that the mass flow rate carried
y a stream sheet is constant from inlet to outlet, as well as setting
𝑛 = 0 on all nodes. The nodes position will first be estimated,

and then repositioned corrected until they are located on streamlines.
Assumption (B.6) is used to reposition nodes, and is applied to Eq. (33).
Finally, (B.7) states that in a given radial station, all nodes along
the same stream surface are subjected to equal flow conditions, and
thus, no preferential tangential position or gradients exist (𝜕∕𝜕𝜃 = 0).
Following, the key equations and concepts will be presented. The full
derivation can be found in [26,29].

The differential mass flow rate continuity applied to each node
is described by Eq. (32), while its integral form applied to any two
adjacent nodes 𝑁1 and 𝑁2, positioned on the radial coordinates 𝑟1 and
𝑟2 respectively, is given by Eq. (33).
𝜕𝑟𝜌𝑉𝑚
𝜕𝑚

+ 𝑟𝜌𝜅𝑛𝑉𝑚 = 0, (32)

̇ 𝑁1→𝑁2
= 2𝜋 ∫

𝑟2

𝑟1
𝑟𝜌𝑉𝑚 cos𝜙𝑑𝑟, (33)

In Eq. (32), 𝜅𝑛 is the local stream surface curvature on the normal
direction, 𝜌 and 𝑉𝑚 are the static density and streamwise velocity
evaluated at the node, whose radial position is 𝑟. In Eq. (33), it is
assumed that 𝑉𝑚(𝑟), 𝜌(𝑟) and 𝜙(𝑟) vary linearly between 𝑟1 and 𝑟2 (B.6).

The momentum equation for inviscid flow under a rotating frame
of reference is presented in Eq. (34) [42]

𝐷 #„𝑉
𝐷𝑡

+ 2
(

#„𝜔 × #„𝑉
)

+ #„𝜔 × ( #„𝜔 × #„𝑟 ) = 𝑇∇𝑠 − ∇ℎ (34)

Here, 𝐷 #„𝑉 ∕𝐷𝑡 is the material derivative of the velocity, #„𝜔 = 𝜔 #„𝑖 𝑧 is
the angular velocity vector, and ∇𝑠 and ∇ℎ are the specific entropy
and enthalpy gradients, respectively. Evaluating Eq. (34), combining
it with Eq. (32) and imposing the assumptions (B.1) through (B.7),
the streamwise momentum equation along a quasi-normal (Eq. (35)) is
obtained.

𝑉𝑚
𝑑𝑉𝑚
𝑑𝑦

=
(

𝑑𝐼
𝑑𝑦

− 𝑇 𝑑𝑠
𝑑𝑦

)

− 𝑉 2
𝑚

{

𝜅𝑚 cos𝜙 + 1
1 −𝑀𝑎2𝑚

×
[

(

1 +𝑀𝑎2𝐶𝜃

)

+
𝜅𝑦 + 𝜅𝑚 tan𝜙

]

}

−
𝑉𝜃 𝑑𝑟𝐶𝜃 ,

(35)
cos𝜙 𝑟 𝑑𝑦
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where 𝑦 corresponds to the local quasi-normal coordinate in 𝑚, so that
(𝑟 = 𝑟ℎ𝑢𝑏 ⟹ 𝑦 = 0 and 𝑑𝑟 = 𝑑𝑦, see Fig. 3(b)), 𝐼 is the specific rothalpy
in J kg−1, 𝜅𝑚 and 𝜅𝑦 are the stream surface streamwise and quasi-normal
curvatures in m−1, respectively. 𝑀𝑎𝑚 and 𝑀𝑎𝐶𝜃 are the streamwise
and absolute tangential Mach numbers (i.e., 𝑉𝑚∕𝑆𝑆 and 𝐶𝜃∕𝑆𝑆) re-
spectively. The rothalpy 𝐼 is defined as the stagnation enthalpy under a
rotating frame of reference, [26,42] and can be calculated by Eq. (36)
while the stream surface streamwise and quasi-normal curvatures are
calculated with Eqs. (37) and (38), respectively.

𝐼 = ℎ∅ − 𝑈𝐶𝜃 = ℎ∅𝑅 − 1
2
𝑈2 (36)

𝜅𝑚 = − 𝜕𝜃
𝜕𝑚

(37)

𝜅𝑦 =
𝜕𝜃
𝜕𝑦

(38)

It is assumed that rothalpy is conserved between nodes along the
same stream surface across a blade row [26,42]. This allows calculating
static and dynamic thermodynamic properties on all nodes along a
quasi-normal given the blade row inlet aero-thermodynamic proper-
ties and the outlet velocities. Calculating this velocity profile requires
solving the streamwise momentum equation and designing the blades
to receive a given tangential velocity at inlet. This paper assumes
vortex-free tangential velocities, Eq. (39)

𝑟𝐶𝜃,𝑖𝑛 = 𝑘 (39)

where 𝑘 is a constant calculated on all stations on the reference
radius node (from RRM), using the dimensionless design parameters
evaluated at 𝑟 = 𝑟𝑟𝑒𝑓 ⟹ (𝜑,𝜓,)𝑟𝑒𝑓 with Eq. (22). Following, the
absolute and relative (rotors only) tangential velocity components are
calculated for all remaining nodes on the quasi-normal through Eq. (39)
along the blade row inlet. Then, the absolute outlet tangential velocity
distribution, along station 𝑖 on stage 𝑠𝑔, from nodes 1 ⩽ 𝑁 ⩽ 
is determined from Eq. (40), manipulating the dimensionless design
coefficients (𝜑,𝜓,) and Eq. (39)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶𝜃2,𝑁,𝑠𝑔 =
𝑟1,𝑁,𝑠𝑔𝐶𝜃1,𝑁,𝑠𝑔 + 𝜓𝑟𝑒𝑓 ,𝑠𝑔𝑈1,𝑟𝑒𝑓 ,𝑠𝑔𝑟1,𝑟𝑒𝑓 ,𝑠𝑔

𝑟2,𝑁,𝑠𝑔
rotors outlet,

𝐶𝜃3,𝑁,𝑠𝑔 =𝑈1,𝑁,𝑠𝑔+1
𝑟3,𝑟𝑒𝑓 ,𝑠𝑔
𝑟3,𝑁,𝑠𝑔

(

1 −𝑟𝑒𝑓 ,𝑠𝑔+1 −
𝜓𝑟𝑒𝑓 ,𝑠𝑔+1

2

)

stators outlet,

(40)

3.2.1. Geometry discretisation and update
The discretisation process purpose is to define the nodes locations,

wherein the velocities, thermodynamic properties and streamlines ge-
ometries are calculated. The discretisation process also couples the
preliminary geometry resultant of the RRM to the TFM. This greatly
improves the speed at which the TFM achieves convergence. Along
each station,  nodes are positioned as to equally divide the annulus
into  − 1 areas. By setting  as an odd number, then there will be
a node (whose index is

⌈

∕2
⌉

) located on the reference radius. This
spacing yields in equal mass flow rate on all stream sheets, recalling
that the flow is considered uniform along the IGV inlet station. Once all
stations have been divided, the nodes sitting on a given stream surface
along all stations are fit via a Piecewise Cubic Hermite Interpolating
Polynomial [57], which allows the calculation of the local stream
surface angle 𝜙 for all nodes.

During the solution process, either in on- or off-design conditions,
the nodes are be repositioned to ensure they are located along a stream
surface. Therefore, as the node radial position changes, so will the
stream surface angle 𝜙. However, within a given solution run (SR) step
(i.e., velocities and aero-thermodynamic properties calculation process
from inlet to outlet), the stream surface angles are assumed constant
on all nodes. After all stations have been analysed, the updated radial
position is calculated and fed back into the discretisation algorithm
to generate updated 𝜙 values, and the solution run (SR = SR + 1)
10
restarts. This is iteratively repeated until a node position change resid-
ual tolerance criterion has been met. When the on-design analysis is
underway, the geometry discretisation process also updates the hub
and/or shroud contour positions, generating the final compressor ge-
ometry. Conversely, during the off-design, analysis, these are locked
and only the nodes repositioning takes place.

3.2.2. Off-design performance and stability prediction
Once the on-design geometry and performance have been defined,

the off-design analysis can take place. It is necessary to define a pair
of off-design operating conditions, i.e., mass flow rate and rotational
frequency [�̇�, 𝜔]𝑂𝐹𝐹 , to be analysed. Then, the discretisation process
akes place on the established compressor geometry, leading to the
efinition of blade tangential velocity and stream sheet mass flow rate.
he IGV behaviour must now be considered, for which there are two
ain options: fixed or adjustable. In the former, the IGV will receive

nd deliver the airflow with the same flow angles regardless of the off-
esign condition (assuming flow turning is independent of the velocity
atio [54]), which can lead to acute performance drop in far rotational
peed off-design conditions. This paper assumes adjustable IGV that
eliver the air at the design incidence angle to the first rotor row
station 𝑖 = 1), as long as the flow stability check does not indicate
hat the required flow turning lead to unstable conditions.

he off-design performance requires a slight modification to Eq.
35), expressing the outlet velocity profile in terms of the flow angle
nstead of the tangential velocity components. As the dimensionless
esign coefficients cannot be applied in off-design conditions, the outlet
angential velocities (Eq. (40)) cannot be directly calculated. The flow
ngles, on the other hand, are determined as a function of the absolute
ncidence angle departure, 𝛿𝜄 = |𝜄𝑂𝐷 − 𝜄𝑂𝐹𝐹 |, local blade solidity 𝜎
nd the flow turning departure, 𝛿𝜖 = 𝑓 (𝛿𝜄), as reported in the charts
eveloped by Lieblein in [55]. The modified streamwise momentum
quation is presented in Eq. (41).

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝑑𝑉𝑚
𝑑𝑦

= 𝑉𝑚

[

cos2 𝛽
(

sin𝜙
𝑉𝑚

𝜕𝑉𝑚
𝜕𝑚

−
tan 𝛽
𝑟

𝑑 (𝑟 tan 𝛽)
𝑑𝑦

− 𝜅𝑚 cos𝜙
)]

+𝜔 sin 2𝛽 +
[

cos2 𝛽
(

𝑑𝐼
𝑑𝑦

− 𝑇 𝑑𝑠
𝑑𝑦

)]

1
𝑉𝑚

𝜕𝑉𝑚
𝜕𝑚

=
−𝑉𝑚

1 −𝑀𝑎2𝑚

[

(

1 +𝑀𝑎2𝐶𝜃

)

+
𝜅𝑦

cos𝜙
+ 𝜅𝑚 tan𝜙

]

(41)

The general solution procedure for off-design conditions is the same
as for on-design operation. For a given pair of off-design operating con-
ditions, (�̇�, 𝜔)𝑂𝐹𝐹 , the off-design TFM analysis begins at step [TFM.2]
–see Supplementary Material for the step-by-step application guide–,
and carries on with steps [TFM.3] and [TFM.5] (Sec. SM.2). In substep
[OS.5], Eq. (41) is used instead of Eq. (35). Within substep [OS.7], the
node repositioning fixes nodes 1 (hub) and  (tip), as the compres-
sor geometry has been defined in the design process. Also, the flow
stability, [OS.8], checks if the chosen off-design operating conditions
can be achieved by the compressor, by checking all inequalities in
Eq. (42). If the chosen pair of off-design operating conditions, [�̇�, 𝜔]𝑂𝐹𝐹
does not trigger any stability checks, the compressor performance is
calculated, [TFM.5], and stored. By exploring a range of off-design
conditions, the operation limits are determined and the performance
map is constructed.

3.2.3. Flow conditions check
A flow condition is considered stable if, on all nodes (or on 𝑟𝑟𝑒𝑓

when the RRM procedure is taking place), the inequalities presented in
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⎪

⎨

⎪

⎪

⎪

⎩

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜔1

𝜔2

⋮

𝜔𝐿𝜔−1
𝜔𝐿𝜔

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�̇�1

�̇�2

⋮

�̇�𝐿�̇�−1
�̇�𝐿�̇�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

𝑂𝐹𝐹

𝑜𝑢𝑡𝑐𝑜𝑚𝑒
⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇒

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)1,1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)1,2 ⋯ (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)1,𝐿𝜔−1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)1,𝐿𝜔
(𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)2,1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)2,2 ⋯ (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)2,𝐿𝜔−1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)2,𝐿𝜔
(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)3,1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)3,2 ⋯ (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)3,𝐿𝜔−1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)3,𝐿𝜔

⋮ ⋱ ⋮

(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇�−2,1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇�−2,2 ⋯ (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)𝐿�̇�−2,𝐿𝜔−1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)𝐿�̇�−2,𝐿𝜔
(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇�−1,1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇�−1,2 ⋯ (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇�−1,𝐿𝜔−1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)𝐿�̇�−1,𝐿𝜔
(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇� ,1 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇� ,2 ⋯ (𝑓𝑎𝑖𝑙𝑢𝑟𝑒)𝐿�̇� ,𝐿𝜔−1 (𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠)𝐿�̇� ,𝐿𝜔

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Box I.
q. (42) are valid [26]:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑉2
𝑉1

< 0.72

𝐷𝐹 ⩽ 0.6

𝐷𝐹𝐸𝑄 < 2.2
√

𝑃∅𝑅,2 − 𝑃2
𝑃∅𝑅,1 − 𝑃1

<
(0.15 + 11T∕C) ∕ (0.25 + 10T∕C)
1 + 0.4

{

𝜃𝜎∕
[

2 sin (𝜃∕2) cos 𝛾𝑠
]}

𝜃𝜎
2 sin (𝜃∕2) cos 𝛾𝑠

⩾ 1.1

𝜁𝑂𝐹𝐹𝑃 < 2𝜁𝑂𝑁𝑃
𝑀𝑎𝐶 < 1

𝑀𝑎𝑉 < 1

(42)

where T∕C is the blade relative thickness, equal to 0.10 for the NACA
6510 blade series [53], 𝜃 is the blade camber angle in radians and 𝛾𝑠 is
the blade stagger angle. Aungier [26] also limits the application of the
stability correlations (Eq. (42)) to off-design rotational speeds greater
than 85% of the design value, as below this threshold the inviscid flow
assumption loses accuracy due to greater relative importance of viscous
effects. For the RRM, only the first three inequalities are checked,
whereas on-design TFM checks for the first five. When the off-design
TFM takes place, all conditions established in Eq. (42) must be met.
In Eq. (42), the conditions checked include localised stall, surge and
chocked flow. In the case of the RRM and on-design TFM, a failure
to fulfil any of the inequalities in Eq. (42) results in updating the
design parameters, whilst when the off-design TFM is taking place, it
represents an unstable off-design operating conditions pair [�̇�, 𝜔]𝑂𝐹𝐹 ,
and thus, is not included in the compressor map.

3.2.4. Global solution run: Off-design
The global solution run in off-design conditions is different to the

on-design since no geometry update takes place. Therefore, no iterative
solution convergence process is necessary. However, it is necessary to
test numerous off-design operating conditions to identify the stable
margins and performance figures. For a given pair of inputs [�̇�, 𝜔]𝑂𝐹𝐹 ,
here are two possible outcomes: a failure to operate at these conditions
r the return of performance indicators of outlet pressure, power con-
umption and isentropic efficiency, [𝑃𝑜𝑢𝑡, �̇�𝑐 , 𝜂𝑠]𝑂𝐹𝐹 . Assuming 𝐿�̇� and
𝐿𝜔 are the number of off-design mass flow rates and rotational speeds
scenarios analysed, then the off-design global solution run possible
outcomes are schematically represented as an 𝐿�̇� by 𝐿𝜔 performance
matrix: (See the expression in Box I).

Once the performance matrix has been defined, it is possible to
determine an operational strategy and so, propose functions which al-
low calculating the compressor instantaneous mass flow rate, rotational
speed, power consumption and isentropic efficiency as a function of
the outlet pressure, or [�̇�, 𝜂 , 𝜔, �̇� ]𝑂𝐹𝐹 = 𝑓 (𝑃 ). Such strategies can
11

𝑠 𝑐 𝑜𝑢𝑡
be, for instance, setting the rotational speed to reach the maximum
efficiency, maximum power consumption or to meet a given external
power availability. This way, the compressor design and performance
prediction is coupled to the ACAES model by the instantaneous storage
pressure.

4. Results

4.1. Compressor geometry and performance

The compressor design procedure began by choosing the key de-
sign parameters and variables, as described throughout Section 3, and
applying them in the RRM, which yielded preliminary flow conditions
and geometry (i.e., flowtrack contour and number of stages), allowing
a qualitative and quantitative analysis of the performance and flow
stability (via 𝐷𝐹 and 𝐷𝐹𝐸𝑄). Moreover, the RRM was instrumental
in building an understanding on how changing a dimensionless design
coefficient affected the overall stability and geometry. It was quickly
noticed that even if conservative values for 𝜑,𝜓, were chosen, fol-
lowing general recommendations and guidelines in literature [25,26,
41,44], stability issues or unsatisfactory performance were common
outputs. Due to the high pressures generally involved in ACAES storage
(see Section 4.2), the axial-flow compressor was split into two spools
capable of rotating at different speeds, with an intercooler in between.
It is noteworthy that, despite the distinct rotational speeds of the two
spools, any adjustments to their rotational frequencies are inherently
synchronised due to their mechanical coupling. Consequently, indepen-
dent rotation of the spools is not possible. Table 3 lists the design values
and parameters, used in both RRM and TFM.

In Table 3, the design outlet stagnation pressure corresponds to
the second spool outlet stagnation pressure, later recovered as static
pressure in the second diffuser. The faster rotational speed in second
spool is to mitigate the decreased centrifugal effect caused by the
lower reference radius, which in turn, occurs to avoid excessively low
blade heights, H – given that the cross section flow area decreases to
accommodate the increasing air density. The design mass flow rate
was chosen at 100 kg s−1, a similar value to Huntorf and McIntosh
plants [10], whilst the design rotation speeds were chosen as 1.5 and 3
times the UK synchronous frequency — first and second spool respec-
tively. The Reference radii in each spool were chosen to keep the blade
speed below sonic in front stages whilst checking the resultant axial
velocity via the flow coefficient. The blade aspect ratio in each spool
was first estimated based on [45], and then manually adjusted until
a reasonable compromise between blade height and number of stages
was achieved. The RRM results generated the preliminary geometry,
i.e., the number of stages and flow track contours (𝑟ℎ𝑢𝑏 and 𝑟𝑡𝑖𝑝) to be
used in the TFM analysis. Although the RRM is capable of outputting
performance figures, both in on- and off-design conditions, these results
were found to be unreliable when compared to the TFM. The first spool
comprises of 18 stages, spanning approximately 2 m in total length

and blade height decreasing from H ≈ 0.2 m at the IGV inlet down
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Fig. 4. Spool 1 geometry: In yellow, the RRM preliminary geometry with constant reference radius (B&W dashed line); in red, the first solution run iteration (SR = 1), already
depicting significant changes to the RRM design, and; in grey, the fifth and final TFM solution run, showing the definitive compressor geometry. Note that the constant reference
radius assumption is not enforced in the TFM, leading to a decrease the reference radius (red dashed line). In the upper right corner, the mean and maximum relative node radial
coordinate change from solution runs 4 to 5 indicate a stable geometry.
Table 3
Key compressor design values and dimensionless parameters.

Variable Symbol Value Unit

Mass flow rate �̇�𝑂𝐷 100 kg s−1

Outlet stagnation pressurea 𝑃𝑂𝐷
∅,𝑜𝑢𝑡 7.2 MPa

Rotational speed (spool 1) 𝜔𝑂𝐷𝑆𝑃1 4500 rpm
Rotational speed (spool 2) 𝜔𝑂𝐷𝑆𝑃1 9000 rpm
Blade aspect ratio (spool 1) 𝛬𝑆𝑃1 1.35 –
Blade aspect ratio (spool 2) 𝛬𝑆𝑃2 1.0 –
Blade profile – NACA 6510 –
Blade solidityb (spool 1, rotors) 𝜎𝑆𝑃1,𝑅 1.225 –
Blade solidity (spool 1, stators & guide vanes) 𝜎𝑆𝑃1,𝑆 1.125 –
Blade solidity (spool 2, rotors) 𝜎𝑆𝑃2,𝑅 1.3 –
Blade solidity (spool 2, stators & guide vanes) 𝜎𝑆𝑃2,𝑆 1.3 –
Reference radius (spool 1) 𝑟𝑟𝑒𝑓 ,𝑆𝑃 1 0.55 m
Reference radius (spool 2) 𝑟𝑟𝑒𝑓 ,𝑆𝑃 2 0.20 m
Flow coefficient 𝜑 0.55 –
Load coefficient 𝜓 0.35 –
Degree of reaction  0.50 –
Number of nodes per quasi-normal  21 –

a Target
b All solidities values for the reference radius node.

to H ≈ 0.05 m at the OGV outlet. The second spool is shorter, spanning
.8 m in length, in which there are 15 stages at an outlet-to-inlet cross
ection area ratio equal to 0.34. Fig. 4 shows the first spool geometry
esultant of the analysis: (1) in yellow, the solution obtained from the
RM, with the constant reference radius depicted in a black-and-white
ashed line; (2) in red, the first solution obtained from the TFM (SR1)
nd finally, (3) the definitive geometry after 5 iterations (SR5, see Sec.
M.2), whose reference radius is represented by the red dashed line.

It is noticeable in Fig. 4 that the RRM was able to output an
cceptable preliminary geometry, enabling the TFM to be run for only
ive SR iterations before the geometry settles. Note that in the TFM,
he reference radius is allowed to change. On the top right, the mean
nd maximum relative node position change between solution runs SR
and 5 is indicated. The length shortening observed in Fig. 4 is due

o the blade height decrease at constant blade aspect ratio, leading to
smaller blade chord length.

When operating on-design conditions (100 kg s−1, 4500 rpm), the
irst compressor spool is able to reach an outlet stagnation pressure
nd temperature equal to 1.75 MPa and 671.7 K (≈400 ◦C), consuming
1.2 MW at an overall stagnation isentropic efficiency of 93%. The
econd spool, also on-design conditions (100 kg s−1, 9000 rpm), is
esponsible for the remaining compression, delivering the airflow at a
tagnation pressure and temperature equal to 7.29 MPa and 473.6 K
≈200 ◦C), at a slightly lower efficiency of 90%, consuming 18 MW.
ote that the actual outlet pressure is slightly higher than the target
esign value, due to the discrete nature of pressure increase over a
12
Table 4
On-design Throughflow Method (TFM) - overview of the results.

Property Symbol Value Unit

1st spool 2nd spool Total

Number of stages – 18 15 33 –
Power consumption �̇� 41.2 18 59.2 MW
Stagnation isentropic efficiency 𝜂𝑠 0.93 0.90 0.92 –
Outlet stagnation pressure 𝑃∅,𝑜𝑢𝑡 1.75 7.29 7.29 MPa
Outlet stagnation temperature 𝑇∅,𝑜𝑢𝑡 671.7 473.6 473.6 K

blade row. Also, the asymmetric compression is justified by the need
to preserve the highest possible coolant temperature, and therefore,
ensuring appropriate heating prior to the expanders [11]. The Highest
outlet temperature indicates that the compressor can be built from
special steel alloys, such as ASTM A 216, grade WCB [58] or ASTM A
470, class 7 [59]. The compressor design performance is summarised
in Table 4

Once the on-design analysis is complete, the compressor geometry
is locked and used to calculate the off-design performance and safe op-
erational limits. Twelve off-design mass flow rate and rotational speed
values, ranging from 80% up to 110% of the design value, were tested,
totalling 144 possible operating points. It was expected, as discussed in
Section 3.2.3, that far off-design operating conditions would fail the
stability assessment. All rotational speeds below 85%𝜔𝑂𝐷 failed the
stability check, as predicted in [26]. On the opposite end of the off-
design velocity, all speeds over 105% also failed the stability check.
This narrow off-design operating range is expected, as the off-design
flow turning effects stacks over the numerous stages, monotonically
increasing the incidence angle departure across the blade rows. Results
suggest the compressor successfully delivered air at the appropriate
pressure range required in the case-study ACAES system, 5.80 ⩽ 𝑃∅,𝑜𝑢𝑡 ⩽
8.10 MPa (taking into account the 5% aftercooler AC pressure drop).
The compressor operating map is depicted in Fig. 5. The stable outlet
pressures at specified speeds were obtained as a combination of two fac-
tors: (i) The high number of stages (33) spread out the off-design effect
on each stage, which in turn, decreases the performance penalty and (ii)
the variable IGV on each spool delivering the airflow at the incidence
angle to the first rotor row significantly decreases the incidence angle
departure, which also improves the off-design performance. However,
it is expected that once further research is conducted, particularly with
the implementation of viscous models and CFD analysis, the off-design
penalty will become more prominent. Furthermore, the high number
of stages narrows the operation range, particularly in light of the 6th
check in Eq. (42), i.e., 𝜁𝑂𝐹𝐹𝑃 < 2𝜁𝑂𝑁𝑃 . In the analysis of far-off design
conditions, the incidence angle departure increases rapidly, leading to
a significant increase in the loss coefficient, and a major decrease in
performance and outlet pressure. Given the compressor application in
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Fig. 5. Axial-flow compressor stable operating map. The red line indicates the design
rotational speed, highlighted for ease of visualisation. Markers indicate a valid result
from the off-design TFM, while solid line corresponds to a second-degree curve fitting
at a constant, off-design rotational speed. Top: Overall (first spool inlet to second spool
outlet) stagnation isentropic efficiency; Bottom: Second spool outlet stagnation pressure
ratio. In both plots, the results are depicted for various off-design rotational speeds at
the off-design mass flow rate range.

ACAES, wherein the need to maintain high isentropic efficiency has
been postulated as a design prerequisite, such points are not included
in the performance map.

To implement the generated compressor map into the ACAES model,
it is necessary to determine an operation strategy. This way, the in-
stantaneous storage pressure 𝑃𝐻𝑃𝑆𝑇 (𝑡) is used to determine the in-
stantaneous stagnation pressure ratio, 𝑃∅∕𝑃𝑎, in which the compressor
utlet stagnation pressure is 𝑃∅,𝑜𝑢𝑡 = 𝑃𝐻𝑃𝑆𝑇 (𝑡)∕0.95, where the factor
n the denominator is due to the IC/AC pressure drop. Then, taking
he imposed stagnation pressure ratio, the off-design mass flow rate
nd rotational speed are selected as to reach the maximum isentropic
fficiency. For instance, an overall stagnation pressure ratio of 65
see Fig. 5, bottom) could be reached by the compressor operating
t rotational speeds between 95 and 97.5%𝜔𝑂𝐷 and off-design mass
low rate between 0.875 and 1.05�̇�𝑂𝐷. At these rotational speeds,
he highest efficiency levels (see Fig. 5, top) are obtained around the
owest off-design mass flow rate, leading to 𝜔𝑂𝐹𝐹 ≈ 0.965𝜔𝑂𝐷 and
̇ 𝑂𝐹𝐹 ≈ 0.89�̇�𝑂𝐷. Therefore, the instantaneous compressor mass flow
ate, isentropic efficiency and rotational speeds are fully determined by
he storage pressure, i.e., [�̇�, 𝜔, 𝜂𝑠](𝑡) = 𝑓 (𝑃𝐻𝑃𝑆𝑇 (𝑡)).

.2. System performance

The system performance is analysed under continuous cycling, until
t reaches equilibrium conditions [6]. Table 5 summarises the ACAES
omponents key operational parameters used in the analysis.

The High Pressure Store, HPST, is considered adiabatic during sys-
em charge and discharge. Conversely, between consecutive charging
nd discharging periods (idle) or discharging and charging (recovery),
t is assumed that enough time elapses to allow the stored air to reach
hermodynamic equilibrium with the storage and ambient, cooling
idle) or heating up (recovery) isochorically until 𝑇𝐻𝑃𝑆𝑇 = 𝑇𝑎. The
hrottle is assumed isenthalpic.
13
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Table 5
Key compressor design values, dimensionless parameters and resulting operating ranges
for proposed system. Ranges correspond to initial and final values. For reference, see
Fig. 1.

Variable Symbol Value Unit

Ambient :

Temperature 𝑇𝑎 298.15 K
Pressure 𝑃𝑎 101.325 kPa

HPST :
Volume 𝑉𝐻𝑃𝑆𝑇 3 ⋅ 105 m3

Pressure (minimum) 𝑃𝐻𝑃𝑆𝑇 ,𝑚𝑖𝑛 5.5 MPa
Pressure (maximum) 𝑃𝐻𝑃𝑆𝑇 ,𝑚𝑎𝑥 7.7 MPa
Pressure (throttle) 𝑃𝑡ℎ𝑟 5.3 MPa

Heat exchangers regime:

Charging and Discharging Adiabatic
Idle and Recovery Isochoric, until 𝑇𝐻𝑃𝑆𝑇 = 𝑇𝑎

Heat exchanger (IC and AC):

Coolant fluid – Dowtherm A [32]
Fluid temperature range – 288.15–673.15 K
Pressure drop - air 𝛥𝑃𝑎𝑖𝑟 0.05𝑃 𝑖𝑛

𝑎𝑖𝑟 MPa

Inlet temperature - air 𝑇 𝑖𝑛𝑎𝑖𝑟
IC: 518.7–659.1 KAC: 438.8–467.1

Inlet temperature - coolant 𝑇 𝑖𝑛𝑐𝑜𝑜𝑙 298.15 K
Outlet temperature - air 𝑇 𝑜𝑢𝑡𝑎𝑖𝑟 313.15 K

Outlet temperature - coolant 𝑇 𝑜𝑢𝑡𝑐𝑜𝑜𝑙
IC: 484.4–606.9 KAC: 415.9–442.9

Mass flow rate - Coolant �̇�𝑐𝑜𝑜𝑙
IC: 56.1–68.2 kg s−1
AC: 52.4–60.7

Heat capacity ratio 𝐶𝑟 0.9 –

Expanders:

Mass flow rate �̇�𝑑𝑖𝑠 90 kg s−1

Inlet Pressure - expander 1 𝑃 𝑖𝑛
𝑒𝑥1 5.0 MPa

Expansion ratio - expander 1 𝑃𝑅𝑒𝑥1 7.5 –
Inlet pressure - expander 2 𝑃 𝑖𝑛

𝑒𝑥2 638 kPa
Expansion ratio - expander 2 𝑃𝑅𝑒𝑥2 ≈6.3 –
Isentropic efficiency 𝜂𝑠 0.9 –

Heat Exchanger (Heaters):

Mass flow rate �̇�𝑑𝑖𝑠 90 kg s−1

Coolant fluid – Dowtherm A [32]
Fluid temperature range – 288.15–673.15 K
Pressure drop - air 𝛥𝑃𝑎𝑖𝑟 0.05𝑃 𝑖𝑛

𝑎𝑖𝑟 MPa

Inlet temperature - air 𝑇 𝑖𝑛𝑎𝑖𝑟
H1: 294.5–280.7 KH2: 309.2–308.7

Inlet temperature - coolant 𝑇 𝑖𝑛𝑐𝑜𝑜𝑙 H1: 555.5 // H2: 431.1 K

Outlet temperature - air 𝑇 𝑜𝑢𝑡𝑎𝑖𝑟
H1: 541.5–540.8 KH2: 424.1–424.0

Outlet temperature - coolant 𝑇 𝑜𝑢𝑡𝑐𝑜𝑜𝑙
H1: 333.1–321.4 KH2: 327.6–327.3

Mass flow rate - Coolant �̇�𝑐𝑜𝑜𝑙 H1:51.7// H2: 48.7 kg s−1

Heat capacity ratio 𝐶𝑟 0.9 –

The system reaches equilibrium after 5 charge–discharge cycles,
defined as when two consecutive round-trip efficiencies do not vary
by more than ±0.1%. In equilibrium conditions, the charging and
discharging process take approximately 15 h each to be completed,
wherein the ACAES system consumes 757 MWh in the compressors and
returns 529.5 MWh in the expanders (no electric motor and generator
inefficiencies are considered), yielding a round-trip efficiency of 70%.
Fig. 6 depicts the evolution of energy consumption and generation, as
well as round-trip efficiency and run-time from cycles 1 through 5,
when the system stability was achieved.

In Fig. 6, the first cycle performance is significantly inferior to
subsequent cycles, as reported in [6]. This is a result of the first cycle
initial storage conditions (𝑃 = 𝑃𝐻𝑃𝑆𝑇 ,𝑚𝑖𝑛, 𝑇 = 𝑇𝑎) not matching the
onditions encountered at the end of the recovery period. This leads to
n imbalance in mass flow added and removed from the HPST on the
irst few cycles, quickly settling by the fifth run. Concurrently, the mass
mbalance leads to lower round-trip efficiency, since part of the mass
ompressed does not flow past the expanders. Once the system reaches
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Fig. 6. Composite plot depicting the system cycle performance until stability is reached, after 5 global runs. Bottom: bars indicating the total energy consumption and generation
uring charging and discharging, respectively. Top: the black dots indicate each cycle run RTE, whilst the red and blue dots correspond to each cycle run elapsed time.
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Fig. 7. Charging components represented in a T-s diagram for a storage pressure
qual to 6.5 MPa. Indices 1 through 6 correspond to the presented in Fig. 1, namely
1) compressor inlet and stagnation ambient conditions, (2) first spool outlet and
ntercooler inlet, (3) intercooler outlet and second spool inlet, (4) second spool outlet
nd aftercooler inlet, (5) aftercooler outlet and (6) HPST condition.

quilibrium, the final recovery and initial charging processes pressures
ill become equal. The model round-trip efficiency resulting value is in
ccordance with numerous published results [22,27,60]. Crucially, the
ompressor model is linked to an actual geometry for an axial machine,
hich has been designed based on its impacts on the remaining com-
onents given ACAES technical challenges and constraints [11]. Fig. 7
epicts the thermodynamic properties on the compression train for a
epresentative instant in the charging process, randomly chosen when
he storage pressure equals 6.5 MPa.

In Fig. 7, the charging side of the proposed ACAES system is
epicted in a T-s diagram, for when the storage pressure equal 6.5
Pa. The near-vertical lines correspondent to the compressor operation

1–2 and 3–4) are indicate of the spools high isentropic efficiency,
pproximately 90% in each spool. Moreover, the inter- and aftercooler
% pressure drop results in a slight entropy increase when compared
o the isobaric operation. Fig. 8 depicts the storage behaviour for the
th cycle run.

In Fig. 8, the storage pressure and temperature during the four key
eriods of the ACAES operation cycle are depicted. During the system
harging, air flow into the HPST compresses stored air, increasing the
14
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storage overall temperature, as predicted in [6] and experimentally
verified in [18]. Similarly, the outflowing air during the discharge
decreases the storage pressure and temperature. Isochoric cooling down
to ambient temperature occurs during the idle period and the idle
cooling heat flow (𝑄𝑖𝑑𝑙𝑒) can, therefore, be considered a loss. On the
other hand, the recovery period after discharging increases the storage
temperature back to ambient conditions, and as such, 𝑄𝑟𝑒𝑐 can be
onsidered an energy gain. The combined effect of heat flow in idle
nd recovery periods results in a net loss of energy, since the idle
eat rejection occurs when the stored air mass is at its maximum
hereas the recovery takes place when the stored air mass is at its

owest, i.e., |𝑄𝑖𝑑𝑙𝑒| > |𝑄𝑟𝑒𝑐 |. Fig. 8 also shows that since the charging
rocess is complete when the storage pressure reaches the maximum
llowable value, the storage period (idle) will always lead to lower
tarting storage pressure without compensation. Likewise, the initial
harging pressure will be higher than the minimum storage pressure as
result of the recovery period pressure gain. Fig. 9 will now investigate

he work flow in the turbomachinery - compressors and expanders.

In Fig. 9, the red lines correspond to the compressor variables,
hilst the blue ones represent the expanders. As the storage pressure

ncreases during charging, the compressor rotational speed increases
o be able to reach higher output pressures, consequently increasing
he mass flow rate and power consumption. The compressor stagnation
sentropic efficiency initially increases before plateauing at around
2%. The higher than usual efficiency values can be accredited to the
nviscid model, which can overlook secondary flow and boundary layer
osses [41]. Moreover, the semi-empirical models used for losses are
btained from low-speed linear cascade tests [54,55], and therefore,
heir use is limited to guidelines. As important as the value of efficiency,
he compressor ability to maintain satisfactory performance in off-
esign operation is critical to ACAES. The hypothesis that the axial-flow
ompressor would perform well in off-design conditions, by spreading
he off-design penalty over more stages and thus, decreasing the in-
ividual stage performance penalty has been confirmed by the TFM
or inviscid adiabatic flow. Further studies to include viscous effects,
FD analysis and prototype experimentation are imperative though,
nd it is expected that the performance values will decrease when
iscous effects are taken into account. On the other hand, by further
nvestigating and optimising the compressor design, it is expected that
he required number of stages will decrease significantly, leading to
wider operating window. The current analysis is, nevertheless, an
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Fig. 8. Composite plot depicting the storage temperature and pressure in each of the four processes composing a cycle run. Bottom: pressure (black, LHS axis) and temperature
(red, RHS axis) over the full 5th cycle. The dotted lines during idle and recovery indicate that it is assumed that enough time elapses to achieve thermal equilibrium. Top: work
nd heat flows encompassing the ACAES plant.
Fig. 9. Composite plot depicting the turbomachinery performance evolution during
the system charging and discharging processes. Bottom, RHS axis: red and blue
dotted line indicating the compressor and expander instantaneous isentropic efficiency,
respectively; Bottom, LHS axis: red and blue solid lines corresponding to the com-
pressor power consumption and expander power generation, respectively. Top, RHS
axis: red and blue solid lines depicting the compressor variable and expander constant
mass flow rates; finally Top, LHS axis: red dot-dashed line indicating the compressor
instantaneous relative angular velocity.

important step in reassessing the compressor design and operation
requirements in an ACAES context. The throttle valve presence in the
HPST outlet regulates and maintains the discharging mass flow rate and
pressure constant, leading to the horizontal lines depicted in Fig. 9.
Finally, Fig. 10 depicts the heat flow in the heat exchangers, the TES
tanks temperatures and state of charge (S.o.C) during the ACAES system
charging and discharging processes.

Fig. 10, top, depicts the heat flow on the charging (IC and AC)
and discharging (HE1 and HE2) heat exchangers. As expected, the
discharging heaters exchangers provide heat at a virtually constant
magnitude during the discharge process. There is a subtle increase
in heat flow for both heaters to account for the storage temperature
drop (Fig. 8), which then increases the required heat transfer from the
TES into the airflow via HE1 and HE2. This effect is more prominent
15
for HE1, as can be seen by the reference thin horizontal dotted line,
given it is directly downstream the throttle valve. For the charging heat
exchangers, on the other hand, the sliding storage pressure coupled
with the increasing mass flow rate (see Figs. 8 and 9) results in a
monotonically increasing heat transfer. As the first compressor spool
and expander are subjected to the largest pressure change in their
respective sections, the intercooler and HE1 will have greater absolute
heat exchange rates than the AC and HE2, respectively. In terms of TES
temperature, Fig. 10 mid section, it can be seen that the temperature
decreases slightly during the first few hours into the charging period.
This is due to the increasing compressor efficiency, particularly in
the first spool, resulting in a decrease in spool outlet temperature
despite the growing outlet pressure. After approximately four hours
into charging, the relative magnitude of the pressure increase overtakes
the efficiency increase, and the temperature slowly increases, as the
thermal fluid outflowing the IC and AC mixes with previously stored
fluid at lower temperature. During discharge, the temperature remains
constant. Finally, the bottom portion of Fig. 10 simply depicts the state
of charge of the TES systems, showing that under continuous cycling
the thermal energy stored during charging is fully depleted during
discharging.

Overall, the results can be considered promising, as the designed
axial-flow compressor successfully addressed the charging–discharging
coupling challenge, outputting air at higher than usual temperatures
whilst maintaining the appropriate, high isentropic efficiency required.
Albeit the inviscid flow simplification resulted in higher than expected
efficiency, future works in the area can significantly benefit and build
upon the principles developed in this paper. The methodology hereby
presented bridges the black-box thermodynamic models, commonly
reported in CAES literature, with highly specific aero-thermodynamic
concepts and analysis, providing a solid framework to predict the com-
pressor operation in ACAES contexts. It is recommended that, as ini-
tially proposed in [11], the same level of detail and scrutiny applied for
the compressor is extended to turbines, heat exchangers and TES sys-
tems. ACAES imposes unique challenges, and the application-oriented
design process must take these into account.

The authors are unaware of ACAES literature references which took
the compressor design and performance prediction into such extent.
Whereas the proposed design is able to reach the required discharge
pressures whilst varying the mass flow rate and maintaining a high
isentropic efficiency, the bespoke nature of the compressor geometry
coupled to numerous application-oriented design choices indicate that



Energy Conversion and Management 304 (2024) 118233D.L. Pottie et al.
Fig. 10. Composite plot depicting the major heat flows, TES temperatures and state of charge (S.o.C.) during the 5th cycle charging and discharging processes. Bottom red and
blue lines depicting the S.o.C of the AC-TES (RHS axis) and IC-TES (LHS axis), during charging and discharging, respectively. In both cases, no changes are considered during idle
and recovery. Mid: AC-TES (RHS axis) and IC-TES (LHS axis) temperature during charging and discharging. The initial drop in temperature observed in both cases is due to the
greater effect of the increase in each spool isentropic efficiency when compared to the increasing overall pressure ratio, leading therefore, to lower outlet temperatures. Top: Heat
exchange rate in the inter-and aftercooler (red), and heaters (blue) during charging and discharging, respectively. The blue dotted line are horizontal references to better illustrate
a slight increase in thermal load during discharge, stemming from the decreasing storage temperature — see Fig. 8.
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the thorough scrutiny applied in this paper must be extended and
applied to detailed analysis of any ACAES system performance.

5. Conclusions

Thermodynamic analyses of ACAES system are widespread in tech-
nical literature. This paper extends the current state-of-the-art by inte-
grating a thermodynamic model for an ACAES system with a model of
a specifically-designed ACAES compressor, using the Reference Radius
and Throughflow Methods. The designed compressor is a two-spool
axial machine with an intercooler between each compression stage.
The compressor performance map is generated and therefore for the
first time in published literature the compressor performance map for
an ACAES compressor is linked to a feasible compressor geometry. The
designed compressor accounts for the particular needs of ACAES of pre-
serving higher airflow temperature, whilst maintaining high efficiencies
and ensuring flow stability.

The designed compressor performs satisfactorily in on- and off-
design conditions, being able to mitigate the off-design penalty imposed
by the variable storage pressure by spreading the changing conditions
over 33 stages (across two spools) and implementing an adjustable ro-
tational speed control. The requirement of preserving high temperature
heat for the thermal storage lead to an unconventional geometry, which
indicates that the bespoke design analysis is required for predicting
performance in ACAES, as well as crucially to identify the stable oper-
ating limits. With the bespoke compressor design, a simulated ACAES
system is able to reach a round trip storage efficiency in excess of 70%.
Analogously to our use of the RRM to generate the input geometry for
the TFM, the results of this paper can be used to initiate a more complex
CFD analysis, providing an excellent jump-start to computationally-
expensive numerical analysis and ultimately pavign the way for pilot
system design. Overall, the developed methodology is a crucial step
16
towards moving ACAES from a potential candidate to a widespread
reality for economically-viable, grid-scale, energy storage.
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