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ABSTRACT

Policy makers require high-level summaries of biodiversity change. However, deriving such summaries from raw
biodiversity data is a complex process involving several intermediary stages. In this paper, we describe an operational
workflow for generating annual estimates of species occupancy at national scales from raw species occurrence data,
which can be used to construct a range of policy-relevant biodiversity indicators. We describe the workflow in detail:
from data acquisition, data assessment and data manipulation, through modelling, model evaluation, application and
dissemination. At each stage, we draw on our experience developing and applying the workflow for almost a decade
to outline the challenges that analysts might face. These challenges span many areas of ecology, taxonomy, data
science, computing and statistics. In our case, the principal output of the workflow is annual estimates of occupancy,
with measures of uncertainty, for over 5000 species in each of several defined ‘regions’ (e.g. countries, protected
areas, etc.) of the UK from 1970 to 2019. This data product corresponds closely to the notion of a species distribution
Essential Biodiversity Variable (EBV). Throughout the paper, we highlight methodologies that might not be
applicable outside of the UK and suggest alternatives. We also highlight areas where the workflow can be improved;
in particular, methods are needed to mitigate and communicate the risk of bias arising from the lack of representa-
tiveness that is typical of biodiversity data. Finally, we revisit the ‘ideal’ and ‘minimal’ criteria for species distribution
EBVs laid out in previous contributions and pose some outstanding questions that should be addressed as a matter of
priority. Going forward, we hope that this paper acts as a template for research groups around the world seeking to
develop similar data products.
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I. INTRODUCTION

Information on the status of biodiversity and trends thereof is
needed to monitor progress towards biodiversity targets and
evaluate the effectiveness of conservation action. The rudi-
ments of this information are primary (raw) data, but policy
makers require high-level summaries such as indicators. The
route from raw data to biodiversity indicator is not straightfor-
ward because the data typically derive from disparate sources
and are heterogeneous in terms of sampling protocol,
extent and resolution (grain size). To bridge this gap, theGroup
on Earth Observations Biodiversity Observation Network
(GEO BON) conceptualised Essential Biodiversity Variables
(EBVs; Pereira et al., 2013) as intermediary products that
synthesise the available information in a common spatial, tem-
poral and taxonomic framework. Several categories of EBV
have been characterised to summarise the major dimensions
of biodiversity and biodiversity change: genetic composition,
Species populations (abundance or distribution), Species traits,
Community composition, Ecosystem structure and Ecosystem
function (Pereira et al., 2013). Together, these EBVs form a
key component of a global information infrastructure for biodi-
versity (Peterson & Sober�on, 2018). For example, EBV-type
data products underpin multinational biodiversity syntheses,
such as the Intergovernmental Science-Policy Platform on
Biodiversity and Ecosystem Service’s (IPBES) Global Assess-
ment, the Global Biodiversity Outlook and the Biodiversity
Indicators Partnership dashboard and are increasingly being
used at national and local levels (Vihervaara et al., 2017).

Species population EBVs characterise species’ populations
along the axes of taxonomy, space and time (Jetz et al., 2019;
Kissling et al., 2018). One way to view species population EBVs
is as three-dimensional grids in which each cell denotes the sta-
tus of some species’ population in some spatio-temporal

unit – the species–space–time cube (Fig. 1; Jetz et al., 2019;
Kissling et al., 2018; Schmeller et al., 2017). Within each cell,
population status may be quantified using one of two state vari-
ables: abundance, i.e. an index of the number of individuals pre-
sent; or occurrence, i.e. whether at least one individual is present
(or the probability thereof). The choice of state variable deter-
mines the specific category of EBV; i.e. the species abundance
or species distribution EBV, respectively. Abundance is often
the preferred measure of species’ population status, but data
on species’ abundances are expensive and complicated to col-
lect. Hence, formost taxa, places, and time periods – and there-
fore most cells in the species–space–time cube – occurrence is
the only feasible measure of species’ populations.

Populating the species–space–time cube with information
on species’ occurrences requires data and models. Structured
monitoring data are the gold standard but are not available
for most taxa in most parts of the world. Instead, analysts
rely on unstructured, presence-only data of the types held in
biological collections or collected through citizen science
initiatives. These data are available for more cells in the
species–space–time cube than structured data; however, they
are not available for all cells, and those cells with data
may be subject to measurement error (e.g. false absences;
Franklin, 1999). Hence,modelling is required to infer informa-
tion on species’ occurrences in cells with no data, and to correct
for measurement error in those cells for which data are
available. Several types of model might be considered: correl-
ative habitat suitability models (Amini Tehrani, Naimi &
Jaboyedoff, 2021); deductive habitat suitability models, which
are based on expert advice about habitat associations
(e.g. https://mol.org/indicators/habitat; Jetz, McPherson &
Guralnick, 2012); or models with a temporal component that
estimate changes in species’ distributions (e.g. Outhwaite
et al., 2020).
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The majority of the first wave of species distribution EBVs
were derived using correlative or deductive habitat suitability
models, whose primary purpose is to map rather than monitor

species’ distributions. For example, Amini Tehrani et al.
(2021) constructed an EBV for 14 species of bird in
Switzerland using an ensemble of habitat suitability models.
At the time of writing, there are two species distribution EBVs
available on the GEO BON EBV data portal (https://portal.
geobon.org/home), both of which were derived using
habitat suitability models. The Map of Life web platform
(Jetz et al., 2012) holds deductive habitat suitability models
for over 6000 vertebrate species. Whilst it is possible to extrap-
olate habitat suitability to new time periods, thereby populat-
ing the temporal component of the species–space–time cube,
this requires strong assumptions about the stationarity of
species–environment relationships (Damgaard, 2019).

Moving beyond the choice of data and model, there is a
growing literature on the multitude of steps required to cre-
ate, evaluate and disseminate species distribution EBVs and
derivatives such as biodiversity indicators. Kissling et al.
(2018) and Jetz et al. (2019) proposed high-level workflows
for developing species population EBVs (distribution and
abundance). Hardisty et al. (2019) produced the ‘Bari
Manifesto’ comprising 10 principles for producing interoper-
able EBVs of all categories. Rapacciuolo, Young & Johnson
(2021) proposed four general steps for mitigating the unstruc-
tured nature of community-contributed (or citizen science)
data and using them to create indicators. These contributions
provide a conceptual framework for constructing species dis-
tribution and other EBVs. However, as noted by Fern�andez
et al. (2020, p. 491), ‘At present, fully operational workflows
that facilitate the automated and widespread production of
EBVs are missing’.

Here, building on the generic frameworks cited above, we
describe an operational workflow for producing periodic

estimates of species occupancy at national scales. By opera-
tional, we mean that the workflow is implemented, and pro-
duces outputs (e.g. national biodiversity indicators), on a
regular basis. Measuring change over our time is our main
focus so the workflow is built on a temporally explicit occu-
pancy detection model (Royle et al., 2007).
We describe each of eight steps in the workflow

sequentially. For each step, we review the implementation
challenges, describe the methods employed in our specific
realisation of the workflow in the UK and provide links to rel-
evant R packages and tools that can be used to replicate or
adapt them. Having described each step in the workflow,
we then outline some considerations for implementing the
workflow on a regular basis to update the EBV and biodiver-
sity indicators. Acknowledging that the UK is among the
best-sampled countries globally, we describe options that
might be suitable internationally. Finally, we revisit the
‘ideal’ requirements for species distribution EBVs laid out
by Kissling et al. (2018) in the light of our experiences.

II. SPECIES–SPACE–TIME CUBES

The workflow described in this paper produces a series of
data sets, each of which can be represented as a species–
space–time cube (Fig. 1). The first, the ‘EBV-usable’ data
set (Kissling et al., 2018), is populated with the available spe-
cies occurrences records. The spatial, temporal and taxo-
nomic resolutions and extents of these data, and therefore
of the EBV-usable data set, are not fixed. The second
species–space–time cube, the ‘EBV-ready’ data set, is more
standardised. At this stage, the data have been harmonised
in a common spatial, temporal and taxonomic framework.
The final data cube, the ‘derived and modelled’ EBV data,

Data 
manipulation Modelling

Year Year Year

Spatial 
grid cell

Spatial 
grid cell

Region

A Raw data B Manipulated data C Modelled EBV

Fig. 1. Progression of the species–space–time cube through various stages in the workflow. Grey cells indicate a lack of information,
green cells indicate that data is available and blue cells indicate that information on species’ occupancy has been inferred through
statistical modelling. Cube A represents the raw data, which is the Essential Biodiversity Variable (EBV)-usable data set (Kissling et
al., 2018). Note that data are available for many cells, but that the cells vary in size, denoting variable spatial and temporal
resolutions. Cube B represents the EBV-ready data set (sensu Kissling et al., 2018), which is obtained after the data manipulation
stage. At this step, spatially and temporally imprecise data have been removed, which is reflected by a common cell size, but also
by the fact that fewer cells are populated. Cube C represents the derived and modelled EBV data set (sensu Kissling et al., 2018).
We use occupancy-detection models to infer information on species’ occupancy in every sampled cell in B, then calculate the
proportion of those cells that are occupied in each ‘region’ (e.g. country within the UK).
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contains estimates of species occurrence (or summaries
thereof) derived from a statistical model. The resolutions of
this final data cube may or may not be the same as the
previous one. For clarity, we list the spatial, temporal and
taxonomic resolutions and extents of the three species–
space–time cubes that we produce for the UK in Table 1.

III. THE WORKFLOW

For simplicity, we present the workflow as a linear process
with eight steps (Fig. 2; Table 2). In practice, some steps are
iterative and some components could reasonably be placed
in more than one step. We highlight iterative components
of the workflow throughout this paper and indicate some of
these in Fig. 2 using black arrows.

(1) Raw data acquisition

The first task when constructing a species distribution EBV is
to obtain reliable data on species’ occurrences for as many
cells in the species–space–time cube as possible. Many data
types might be considered: preserved specimens from
museums and herbaria (Jönsson, Broad & Umner, 2021),
observational data documenting sightings of some taxon
(Sullivan et al., 2014) and more modern forms of monitoring
such as passive (e.g. acoustic) sensors and environmental
DNA (eDNA) (August et al., 2015), amongst others. These
data types have different properties, which has important
implications for how they are treated downstream.

Data sources vary in terms of their reliability. For example,
records from preserved specimens are generally reliable in
terms of taxonomic identity but lack precise information on
where and when they were collected. On the other hand,
community-contributed data (e.g. from eBird) often come
with precise information on where and when they were

collected, but are more likely to contain misidentifications
or to be identified at a coarse taxon level (e.g. species aggre-
gates or genera). Many data providers have procedures to
identify dubious records: the Global Biodiversity Informa-
tion Facility (GBIF) – a global data aggregator – flags records
with various spatial, temporal and taxonomic issues; eBird
(Sullivan et al., 2014) flags ‘unusual’ records which are then
reviewed by regional experts; and iNaturalist designates
only those records which have been photographed
and accepted by the community as ‘research grade’.
Software has also been developed to identify dubious
records in species occurrence data sets (Zizka et al., 2019).
Dubious and coarse records may be removed downstream
(see Section III.3).

In addition to reliability, data sets will vary in terms of sup-
porting metadata. Many repositories, including GBIF and
the National Biodiversity Network (NBN) Atlas, have
adopted the DarwinCore metadata standard (https://dwc.
tdwg.org/) for museum specimens and occurrence records.
DarwinCore provides a standardised way to store and share
ancillary information about species occurrence records.
Extensions, such as the Event Core (Wieczorek et al., 2014)
and Humbolt Core (Guralnick, Walls & Jetz, 2018), have
been developed to capture the sampling protocol, survey
effort and other relevant information.

In our realisation of the workflow, we use observational
species occurrence data. These data comprise information
on the four ‘Ws’ of biological recording: What was seen,
Where, When and by Whom (Isaac & Pocock, 2015). Whilst
providing the same information (the four ‘Ws’), the data
derive from disparate sources such as structured surveys,
atlas projects and mass participation projects aiming to
engage audiences with a range of expertise. Hence, they
comprise a mix of ‘opportunistic’ records, checklists and
inventories as well as structured monitoring with a defined
protocol and repeated sampling of the same location among
years (Pocock et al., 2015).

Table 1. Spatial, temporal and taxonomic extents of the three species–space–time cubes that we produce using the workflow in the
UK. In the column on the right, text in italics indicates that the resolution/extent of the derived andmodelled EBVmeets the minimal
criteria as defined by Kissling et al. (2018), and bold text indicates that it meets the ‘ideal’ requirement. Kissling et al. (2018) proposed
additional criteria, but we do not include them in this table because they are not relevant to the extents and resolutions of the EBVs.
See Section VIII for more on these criteria.

Dimension EBV usable dataset EBV ready dataset Derived and modelled EBV

Spatial extent Sampled locations in the UK Sampled 1 km grid squares in the
UK

UK wide

Spatial resolution Variable (1 m to e.g. 100 km) 1 km Regions: typically countries (e.g.
Scotland, England) but may be more
finely resolved

Temporal extent All years Since 1970 Since 1970
Temporal resolution Variable (depending on the data) Visits on a particular day nested

within years
Annual

Taxonomic extent Poorly monitored taxon groups
(one data set per group)

Poorly monitored taxon groups
(one data set per group)

Poorly monitored taxon groups
(combined data set for all groups)

Taxonomic resolution Variable (including subspecies
and genera)

Species and a few species
aggregates

Species and a few species aggregates

Biological Reviews 98 (2023) 1492–1508 © 2023 The Authors. Biological Reviews published by John Wiley & Sons Ltd on behalf of Cambridge Philosophical
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Fig. 2. Schematic representation of the workflow as applied in the UK. In this case study, the raw data are biological records
provided by taxon-specific schemes and societies, and the downstream products include regional and national indicators. The
black arrows indicate that some steps in the workflow are iterative; i.e. in completing a downstream step it might become clear that
they need to be revisited. Potentially iterative components of the workflow are highlighted throughout the main text. Icons from
Flaticon. MCMC, Markov Chain Monte Carlo methods used to fit the occupancy-detection models.
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In the UK, we are fortunate in that biological recording
has a wide taxonomic coverage: there are more than
80 schemes and societies each focussing on the compilation
and review of records for a taxonomic group of interest
(Baker et al., 2021; Pocock et al., 2015). The primary motiva-
tion for the development of the workflow described here was
to enable reporting of species groups that are not subject to
structured monitoring, so our main focus is on bryophytes,
lichens and�20 invertebrate groups. Through collaboration
with the relevant schemes, we have access to >24 million
records for >10,000 species in these taxon groups
(noting that many species are removed downstream; see
Section III.3). The records are verified by taxon experts,
who employ automated checks – e.g. the NBN record cleaner
used by the NBNAtlas (https://nbnatlas.org/) – to screen for
spurious records, consider the method of identification
(e.g. use of field guides or dichotomous keys), the presence
of a supporting image or specimen and a range of additional
online supporting information. Given that each scheme is
taxon focussed and curates its own data, it makes sense to
treat each schemes’ data as separate, with distinct properties.
Treating the data sets in this way has several advantages,
which we describe throughout this paper.

(2) Risk of bias assessment

Constructing species distribution EBVs and biodiversity indi-
cators is a matter of statistical inference. The analyst intends
to infer something about species’ distributions – say, a trend
in the proportion of sites occupied by some species
(occupancy) – using information contained in the species–
space–time cube. This task is difficult because data are usu-
ally available for a sample of cells only (Meyer et al., 2015).
Exactly how difficult depends largely on whether the sample
is representative of the species–space–time cube as a whole.

Sample representativeness is usually defined in terms of
whether the variable of interest (here species occurrence) is
similar in sampled to non-sampled population units (cells in
the species–space–time cube; e.g. Meng, 2018). Ascertaining
whether a data set is representative in this sense is challeng-
ing, however, because information is not available for non-
sampled cells. Instead, it is common to assess whether the
available data are representative of the three dimensions of
the cube: taxonomy, space and time.

Tools exist to assess whether a data set is representative of
the three dimensions of the species–space–time cube. Oliver
et al. (2021) developed indicators that track temporal trends

Table 2. Examples of the methods that we use at each step in our realisation of the workflow and links to the R code used to
implement them, as well as alternatives that are available. Text in italics refers to the names of R packages and functions within those
packages after the double colon. We do not include prospective methods, which we are yet to implement. All R packages listed under
‘Specific methods’ are openly available on the UK Biological Records Centre’s github page (https://github.com/BiologicalRecords
Centre/BRC), with the exception of occAssess which is maintained at https://github.com/robboyd/occAssess. Each package is exten-
sively documented, unit tested and includes vignettes demonstrating how to use it. EIDC, Environmental Information Data Centre;
GBIF, Global Biodiversity Information Facility; MCMC, Markov Chain Monte Carlo methods; NBN, National Biodiversity
Network; ROBITT is a tool in ecology for assessing the Risk of Bias in studies of Temporal Trends.

Workflow step General approach Specific methods Alternative methods/code

Raw data acquisition Sourced from NBN Atlas or from
taxon recording schemes

— Retrieve from GBIF via rgbif
(Chamberlain et al., 2021)

Risk of bias assessment Bias heuristics and ROBITT ROBITT (e.g. Boyd &
Turvey, 2023) and occAssess
(Boyd et al., 2021)

sampbias (Zizka et al., 2021) or
ignorance maps (Ruete, 2015)

Data manipulation Data formatting, filtering and
harmonisation

sparta::formatOccData CoordinateCleaner (Zizka et al., 2019)
and taxize (Chamberlain &
Szöcs, 2013)

Modelling Occupancy-detection model sparta::occDetFunc Frescalo (Hill, 2012); spOcc (Doser
et al., 2022)

Model evaluation Convergence of MCMC chains;
posterior predictive checks;
precision of estimates

sparta (August et al., 2020b) spOccupancy::ppcOcc. PresenceAbsence
(Freeman & Moisen, 2008) for
spatial metrics; Wright et al.
(2019) for residual plots

Populating the
species–space–time cube

Occupancy per species/year/
region, with uncertainty

wrappeR::applySamp Collate point estimates, measures
of uncertainty and model fit for
each cell

Applications Multispecies indicators BRCindicators::bma (August
et al., 2022)

MSI tool (Soldaat et al., 2017)

Dissemination Data products on EIDC;
indicators published under
Open Government License;
DataLabs (Hollaway
et al., 2020) for internal
dissemination

wrappeR::summariseMSI
(Boyd et al., 2022b)

Deposit EBVs on GEO BON
portal (https://portal.geobon.
org/home)
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in geographic coverage and sampling effectiveness at
national or global levels. Ruete (2015) proposed ‘ignorance
maps’, which identify locations that have been poorly sam-
pled. R packages, too, have been developed for bias assess-
ment (Boyd et al., 2021; Zizka, Antonelli & Silvestro, 2021).

Such tools arguably become most informative when used
within a qualitative ‘Risk of Bias’ (RoB) assessment. RoB
assessments are routine in medicine and other disciplines,
but it was only recently that the first RoB tool for biodiversity
science, ROBITT (risk of bias in studies of temporal trends in
ecology), was developed (Boyd et al., 2022d). ROBITT com-
prises a series of ‘signalling’ questions, mostly about the
potential for issues of representativeness to bias estimates of
biodiversity time trends. Some ask about the potential for
other issues, such as variation in detection probabilities, to
cause biases. The remainder ask the user to describe steps
that will be taken to mitigate the risk of bias, which generally
fall under the Data manipulation (Section III.3) and Model-
ling stages (Section III.4) below.

Initial ROBITT assessments have revealed that our data
sets are not representative (Boyd & Turvey, 2023). Two pre-
vailing issues are that few locations have been sampled con-
sistently over time, and the English and Welsh lowlands are
better sampled than elsewhere in the UK.We know that spe-
cies’ occupancy varies geographically, so these issues proba-
bly cause a bias, the extent of which is not clear.

Ideally, RoB assessments should inform decisions taken
downstream in the workflow, including which modelling
framework is most appropriate. As RoB assessments are a
new development, however, we implemented them retro-
spectively to identify where modifications are required (see
Section IX).

(3) Data manipulation

Having assessed the raw data for biases, the next step is to
prepare those data for modelling. This data manipulation
step includes harmonisation to common spatial, temporal
and taxonomic resolutions, cropping the data to the desired
extents in those dimensions and other types of (dis)aggrega-
tion and filtering. It may be necessary to revisit the data
assessment stage if the data are modified appreciably at this
stage (e.g. if the data are substantially coarsened or reduced
in extent; Fig. 1).

Our choice of resolution is informed by several factors.
First, we consider the resolution(s) at which the data
were recorded (e.g. in DarwinCore the spatial resolution
may be captured in the ‘coordinateUncertaintyInMetres’
field). Second, we consider the trade-off between coverage
(the proportion of each dimension in the species–space–time
cube for which we have data) and resolution (Rapacciuolo
et al., 2021). Finally, we consider assumptions related to our
modelling framework: for example, the spatial and temporal
resolution at which it is reasonable to assume population
closure.

At present, we unify the raw data at the species level
(with some exceptions due to taxonomic separation

difficulties), 1 km (British Ordnance Survey grid) and day-
level resolution. This involves discarding imprecise records
and duplicates – both true duplicates, i.e. multiple records
of the same observation, and records that become duplicates
at the ‘visit’ level. [A visit comprises a unique combination of
1 km grid square (henceforth ‘site’) and date; aggregating the
data at the visit level is necessary for our modelling frame-
work.] However, acknowledging that the ecological and
data-generation processes differ among taxonomic groups,
it may be preferable to move beyond our ‘one size fits all’
approach in the future. One option would be to choose the
spatial or temporal resolutions that result in the most even
coverage (Jönsson et al., 2021; Pescott et al., 2019) for each
group. However, scale effects mean that estimates made at
different resolutions are not directly comparable, so work-
flow design faces a trade-off between generality and
specificity.
Having discarded imprecise and duplicate records, we

organise the remainder of the data into ‘detection histories’:
dataframes indicating whether each species was recorded on
each visit. This step has three purposes. The first is to reverse-
engineer the survey structure (i.e. visits to some place on some
day). The second is to infer non-detections of each species
[what Rapacciuolo et al. (2021, p. 1226) referred to as ‘bor-
rowing strength across taxa’]. A species is considered to have
gone undetected where it was not recorded on a visit but
another species in the same taxon group was (Phillips
et al., 2009). The third is to approximate sampling effort per
visit. We use the length of the list of species recorded on
each visit, hereafter ‘list length’, as a proxy for sampling
effort (Franklin, 1999; Szabo et al., 2011; Van Strien,
Van Swaay & Termaat, 2013). Arranging the data as detec-
tion histories is possible because we treat the records for each
taxonomic group as a combined data set.
For many species, there are simply not enough data to esti-

mate a trend in its distribution. A key question, therefore, is
how to select which species should be taken forward to model-
ling in a way that introduces the fewest additional biases in
downstream applications. In the past, we did notmodel species
with fewer than 50 observations from the UK between 1970
and 2019 (Outhwaite et al., 2019a,b). More recently, we have
adopted thresholds based on the properties of those data sets
that produce estimates with acceptable precision (Pocock
et al., 2019). Specifically, we set thresholds for the number of
observations in the most frequently observed years and the
number of sampling events that did not produce an observa-
tion of the focal species. An alternative approach would be
to retain all species, even those which are likely to have low
precision, to be transparent about our lack of knowledge about
these species in downstream applications. Understanding the
strengths and weaknesses of these choices is a priority as we
further develop the workflow. Further research is required to
explore whether these ‘rules of thumb’ are transferrable,
whether they are applicable to all taxa, or whether alternative
selection criteria would be preferable.
In addition to the taxonomic filters described above, we

also remove data from poorly sampled portions of the
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species–space–time cube. We exclude sites visited in 1 year
only, since these cannot inform on changes in status over time
(Isaac et al., 2014). It has been proposed to exclude all lists
with fewer than a certain number of species recorded
(Kamp et al., 2016). This and other filtering techniques are
designed to amplify the signal:noise ratio in the data, but fil-
tering also has the potential to amplify spatial biases in the set
of locations sampled, which are typically large (Hughes
et al., 2020).

Biases in the data could, in some cases, be mitigated by
thinning, i.e. the removal of data from well-sampled as
opposed to poorly sampled portions of the species–space–
time cube. Thinning might also be used to address class
imbalance (i.e. the ratio of detections to non-detections;
Steen et al., 2020) or to reduce variation in sampling intensity
over time (Hickling et al., 2006). Software is available to thin
species occurrence data sets, one example being the R pack-
age spThin (Aiello-Lammens et al., 2015). Questions remain
about the relative merits of retaining or removing data in
the ways described above (Table 2), and the optimal strategy
will depend on the extent of the biases in the available data.

(4) Modelling

The next step in the workflow is statistical modelling, which,
in the context of EBV construction, has two purposes. The
first is to correct for measurement errors (e.g. false absences);
the second is to infer information on species’ occurrences in
cells in the species–space–time cube for which no data are
available.

Several types of model could be used. One is the frequency
scaling local, or Frescalo, model (Hill, 2012), which calculates
relative metrics of change for multispecies assemblages
within broad time periods. Several flavours of occupancy-
detection model are available (reviewed by Altwegg &
Nichols, 2019), including single-species, multispecies and
dynamic occupancy models. Where multiple data types
(e.g. structured presence–absence and unstructured
presence-only data) are available, it is becoming popular to
integrate them into a common model (Isaac et al., 2020) with
distinct data-generation processes for each. Simpler alterna-
tives (e.g. Franklin, 1999; Telfer, Preston & Rothery, 2002;
Szabo et al., 2010) may be preferred in certain situations
(see Section VII for more on this point).

With some adaptation, the models listed above may be
able to mitigate, to some extent, biases in the data. To miti-
gate geographic biases, for example, one might include cov-
ariates thought to explain differences between sampled and
non-sampled sites (Sterba, 2009). This and other bias-
mitigation techniques should be trialled across data sets and
taxa to understand which work best and in what situations
(see Section IX).

In our implementation of the workflow, we use single-
species, multi-season occupancy-detection models, in which
each year is considered one ‘season’ (the code for a recent
implementation can be found at https://github.com/
03rcooke/fresh_eng). The model structure comprises two

hierarchically coupled Generalised Linear Models: the first,
the state sub-model, describes species’ presence versus

absence; the second, the detection sub-model, describes the
data-generation process. An advantage of using occupancy-
detection models is that they can, in the right circumstances,
correct for uneven detectability (Isaac et al., 2014;
Royle, 2006).

(a) State sub-model

The state sub-model describes the presence versus absence of
the focal species at each sampled site in the UK in each year.
It includes a year effect for each ‘region’, which is usually a
country within the UK, and a random site effect. This para-
meterisation enables us to report both country-level and
UK-wide trends from the same model. The year effects are
estimated using a random walk prior (Outhwaite et al.,
2018), which reflects the fact that the occupancy status of
most 1 km sites does not change from year to year.

(b) Detection sub-model

The detection sub-model describes the probability that the
focal species is detected given that it is present in each year.
It does not account for spatial variation in detectability.
The probability of detection is clearly contingent on sam-
pling effort (Franklin, 1999), which must be accounted for.
Ideally, we would have visit level meta-data to provide a
proxy for sampling effort, e.g. time spent searching
(Sullivan et al., 2014). However, the only data we currently
have available are the number of species recorded from the
focal taxonomic group, i.e. the list length (Franklin, 1999).
If list length is a reasonable proxy for sampling intensity,
including it as a covariate will improve model performance
(Isaac et al., 2014). Parameterising the list length effect as a
monotonic function (Szabo et al., 2010) is appropriate when
most records derive from checklists, in which zeros in the
detection history represent genuine non-detections. How-
ever, in opportunistic data sets, zeros often represent selective
reporting; it is therefore more appropriate to treat categories
of list lengths (1 species, 2–3 and >3) as distinct data types
(Van Strien et al., 2013). This formulation allows for the pos-
sibility that detection might be highest on short lists (e.g. if
sampling is strongly preferential). Further work is required
to explore the sensitivity of results to the choice of boundaries
between categories of list, particularly for speciose groups
and where there are strong gradients in species richness.

Uneven sampling effort is only one source of heterogeneity
in the data-generation process. For any one species, there are
at least three additional factors that might influence the prob-
ability of being observed and reported on a given list. Hetero-
geneity among observers is a particular source of concern for
citizen science data sets (Lewandowski & Specht, 2015).
These ‘observer effects’ are usually discussed in the context
of expertise in ecology (knowing where to look) and taxon-
omy (recognising what you see). A less-appreciated form of
observer effects is variation in the probability that an
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observation will be reported. Selective reporting arises from
of the tendency of some observers to record opportunisti-
cally, i.e. when something interesting or unusual is spotted.
This behaviour would lead to under-recording of common
species (August et al., 2020a). Accounting for observer iden-
tity has been shown to improve the performance of spatial
distribution models (Johnston et al., 2018), so incorporation
of observer effects in the workflow is desirable. At present
we are hindered by the fact that observer identities are not
regularised in most of the scheme data sets. The increased
adoption of online recording technologies (e.g. iNaturalist –
www.inaturalist.org; iRecord; www.brc.ac.uk/irecord) offers
a potential solution in the longer term.

A second important source of heterogeneity in detection
probability is the day of year, as most species have seasonal
life histories. Van Strien et al. (2013) addressed this problem
by modelling the phenology of detection as a quadratic func-
tion of Julian date. Our experience is that the parameters of
this function are not mutually identifiable; hence, we have
explored modelling phenology using a Gaussian distribution,
in which the mean and standard deviation of detection dates
are estimated. The Gaussian function is suitable for many
species with annual life cycles, but not for long-lived or
multi-voltine species, in which case a different formulation
is required. This might involve splines (Crainiceanu,
Ruppert & Wand, 2005) or additional levels of the hierarchy
(Direnzo, Miller & Grant, 2021). A complementary
approach is to include only those visits that occur within the
active period of the focal species. Such refinement can also
be applied spatially, where visits to sites far beyond the likely
range of the focal species can be removed (Guzman
et al., 2021).

A third source of heterogeneity in detection probability is
abundance. Detection is more likely on sites with abundant
populations. Ignoring this variation can lead to biased esti-
mation in occupancy models (Royle & Nichols, 2003).

Many data sets we encounter have few repeat visits to the
same site on different dates in the same year, which are nec-
essary for estimating detection probabilities. There has been
some debate about whether it is appropriate to model
detectability in this situation or whether it is better to
estimate occupancy naively (i.e. assuming detectability = 1;
Guillera-Arroita et al., 2014; Welsh, Lindenmayer &
Donnelly, 2013). The decision on how to proceed depends
on what the analyst considers to be useful information.
Where repeat visits are few, estimates of occupancy are likely
to be uncertain because the model does not know whether
non-detections reflect absences or low detectability
(i.e. multiple samples from the joint posterior of the parame-
ters might fit similarly well). On the other hand, estimating
occupancy naively will introduce a bias, especially if there is
variation in detection probabilities over time (Isaac
et al., 2014). We have chosen to estimate detectability but
acknowledge this may introduce biases where there is hetero-
geneity in site selection, recorder behaviour and detectability
(see above). In future, we plan to assess further the sensitivity
of our outputs to these methodological decisions.

(c) Model fitting

We fit the occupancy-detectionmodels to the detection histo-
ries in a Bayesian framework using Markov Chain Monte
Carlo (MCMC) implemented in JAGS (Plummer, 2003) via
the R package sparta (August et al., 2020b). Outhwaite
et al. (2019a,b) ran each model on three chains for 20,000 iter-
ations with a burn in of 10,000 iterations and a thinning rate
of 3. In our most recent set of models, we used 32,000 itera-
tions with a burn in of 30,000 and a thinning rate of 6, which
leads to improved mixing of the MCMC chains. These
values were chosen to balance the trade-off between compu-
tation time and convergence, recognising that for some spe-
cies there are insufficient data to achieve convergence for
all parameters. Priors and hyperpriors are set to be uninfor-
mative [see Outhwaite et al. (2018) for details] with two
exceptions: (i) the random walk in the state sub-model (see
Section III.4.a); and (ii) detection probability for single-
species lists is set to have a prior mean of 0.12. The value of
0.12 has no particular significance, but the choice to use this
minimally informative value reflects prior knowledge that
only one species was recorded, and that the mean of this
parameter across species must be 1/n, where n is the local
species richness.
Model run times depend on the properties of the data to

which they are fitted. It took around 80 min per species
(on average) to fit the latest centipede models. The centipede
data set contained 29,311 unique records of 55 species from
9276 1 km grid squares. The most recent ladybird data set,
on the other hand, contained 296,279 unique records of
54 species from 43,805 grid squares and model fitting took
well over 2 days per species.

(5) Model evaluation

Having fitted statistical models (Fig. 1C), the next step is to
evaluate their performance. Common measures of model
performance include precision and goodness-of-fit (i.e. the
plausibility of the model given the data; MacKenzie &
Bailey, 2004). Goodness-of-fit is typically evaluated using
the data to which the model was fitted (training data), but it
is often desirable to assess a model using independent data.
For some species, there is insufficient information in the

data to derive useful measures of change. Notwithstanding
the a priori exclusion criteria described above, it is sometimes
useful to exclude these species a posteriori. Several heuristics
are available to assess this information content. One is the
degree to which the parameter estimates from the MCMC
chains have converged upon a common distribution,
e.g. using the Gelman–Rubin ‘Rhat’ statistic (Gelman &
Rubin, 1992). Another useful metric is the precision of the
posterior distribution (e.g. of occupancy or trend), which cap-
tures the degree to which the data have overcome the mini-
mally informative prior (Outhwaite et al., 2018).
In our implementation of the workflow, we assess precision

and convergence, but do not generally exclude modelled spe-
cies based on these criteria. For multispecies indicators, we
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reason that it is more transparent to propagate the uncer-
tainty (Outhwaite et al., 2020). In other situations, it might
be preferable to remove species with low information content
(e.g. when testing against a null hypothesis).

Goodness-of-fit is typically evaluated by comparing some
fit statistic (e.g. χ2) describing the discrepancy between the
predictions and observations with those from a reference,
or null, distribution (Warton et al., 2017). The reference dis-
tribution is calculated by simulating many data sets under
the model and calculating the equivalent fit statistics; that
is, calculating the fit statistics that would be obtained if the
model was a perfect representation of the system. Reference
distributions may be constructed via bootstrapping for
models analysed using classical inference (MacKenzie &
Bailey, 2004) or as a natural by-product of the MCMC algo-
rithm for models analysed in a Bayesian framework (Gelman,
Meng & Stern, 1996; Royle et al., 2007). The latter approach,
often called a ‘posterior predictive check’, can be used to cal-
culate Bayesian P-values (Kéry & Royle, 2016).

We have used posterior predictive checks in the past
(Outhwaite et al., 2020), but these, and the Bayesian P-value,
have limited ability to detect a lack of fit (Wright, Irvine &
Higgs, 2019). Residual plots, constructed for both the occu-
pancy and detection components of the model (Warton
et al., 2017; Wright et al., 2019), are a promising alternative
that we aim to implement soon.

Precision and goodness-of-fit are useful measures of model
performance, but where the available data contain unmo-
delled heterogeneity (as in our case), neither necessarily indi-
cates a model’s accuracy. For this reason, it would also be
useful to consider independent model evaluation using either
independent data or elicitation of expert opinion. We are
trialling approaches in which data providers are asked to pro-
vide opinions about whether model outputs are plausible
(Boyd et al., 2023; Pescott, 2022).

(6) Populating the species–space–time cube

Once evaluated, model outputs for each species can be used
to populate the final species–space–time cube in Fig. 1, the
derived and modelled EBV (Kissling et al., 2018). The mini-
mum level of information required is a point estimate for
each cell. Better is to provide information on uncertainty,
such as bootstrapped estimates, standard errors, or posterior
distributions from models fitted in a Bayesian framework.
Ideally, information on model accuracy from the previous
step, or on the risk of bias from the data assessment step,
would be provided in addition to measures of uncertainty.

In our implementation of the workflow, we populate each
cell in the species–space–time cube with 999 estimates of spe-
cies occupancy. Occupancy is calculated as the proportion of
(sampled) sites occupied by the focal species in each region
(e.g. England, Scotland, Wales) and year. We also provide
summary statistics, such as the mean, the standard deviation
and the Rhat statistic for each cell (Outhwaite et al., 2019b).
In future, we plan to include information on model fit and
the risk of bias.

(7) Applications

Having populated the species–space–time cube with infor-
mation on species’ changing distributions, the next step is to
apply the cube for scientific research and to inform policy
(Jetz et al., 2019). Here, we focus on the applications for which
the workflow was designed, which all involve the estimation
of temporal trends in species’ occupancy.

(a) Species trends

Estimates of occupancy for each species in each year across
some spatial domain can be extracted from the species–
space–time cube. These can be used to calculate temporal
change as mean annual growth rates in occupancy
(Outhwaite et al., 2019a) or linear trends. Species-level trends
are useful for identifying correlates of range contractions and
expansions (Bowler et al., 2021; Powney et al., 2014), tracking
the spread of invasive species and their effects on native taxa
(Roy et al., 2012) and conducting species Red List assessments
(Maes et al., 2015), amongst other applications.

(b) Multispecies indicators

Species’ occupancy or trends thereof can be ‘averaged’ over
some set of taxa to produce multispecies indicators. For many
applications, the geometric mean is a sufficient summary sta-
tistic (Outhwaite et al., 2020). More complex methods that
can handle missing values and/or incorporate smoothing
(Freeman et al., 2020; Soldaat et al., 2017) are now preferred
for several national biodiversity indicators in the UK.

We have produced indicators for several taxonomic
groupings and regions (Fig. 3). Our group is funded to pro-
duce multispecies trends, which are official government sta-
tistics, on pollinating insects and ‘priority species’ in the
UK and England (e.g. Department of Environment Food
and Rural Affairs, 2021). We have also produced an index
of occupancy for �2000 species in Scotland. These indica-
tors, which are updated regularly, are derived from material
in the peer-reviewed literature (Outhwaite et al., 2019a, 2020;
Powney et al., 2019). In Fig. 3, we present an example multi-
species indicator the 45 species of dragonfly for which we
have data in the UK. The code to reproduce this example
can be found in the online Supporting Information.

(c) Comparing trends

As described above, our models include terms for regions
within the UK. The regions are typically countries, but in
principle, they can be any subset of grid squares. Regionalis-
ing the models provides a flexible way to assess variation in
trends of specific groups, or to evaluate the impact of differ-
ing land-management strategies (e.g. comparing between
land cover types, or between grid squares inside versus outside
protected areas; Cooke et al., 2023). In this way, our data
products can be tailored to spatio-temporal resolutions that
are most useful for decision-makers and policy creation
(Jetz et al., 2019) without the need to go back to the raw data.
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(d) Functional diversity

Occupancy estimates can be combined with data on species
traits to estimate patterns of functional diversity in space or
time. Greenop et al. (2021), for example, identified species
that pollinate and control pests; they combined trends across
species to assess changes in these functions over time. This
example demonstrates the potential of the workflow to
inform on policy-relevant questions about ecosystem health
or to provide for other EBV categories (community composi-
tion, ecosystem functioning; Pereira et al., 2013).

(8) Dissemination

Thefinal step in theworkflowis todisseminate theoutputsof the
preceding stages to the relevantaudiences,whichmight include

policy makers, collaborators and the wider scientific commu-
nity. This dissemination step should follow two general princi-
ples. First, data products should be FAIR (findable, accessible,
interoperable and reusable;Wilkinson et al., 2016). FAIR data
canbecaneasily be foundandaccessed,use commonstandards
that allow them to be combined with other EBV data sets and
have appropriate metadata describing the data and how they
were generated (see Section VI). Second, data products should
be tailored to the target audiences, both in termsof thedetails of
the use case (e.g. species trends or multispecies indicators) and
data format (e.g. data and code versus interactive visualisation).
The primary audience for our data sets is colleagues

within the same organisation (UK Centre for Ecology
and Hydrology). We have built a shared computing environ-
ment, accessible to members of the team, which facilitates

Fig. 3. Example occupancy trends for three species of dragonfly in the UK and a multispecies indicator (MSI) denoting the ‘average’
change over all 45 species for which we have data. In the top row, the y axes indicate the proportion of sampled sites occupied by the
focal species; in the bottom row, the y axis in the left-hand panel is the geometric mean occupancy, scaled to a value of 100 in the
baseline year (1970). In all four plots, the black points and line show the mean of the posterior distribution, with the 95% credible
intervals delimited by the grey ribbon. The bar plot in the bottom right-hand panel indicates the proportion of species in various
categories of change in both the short and long term. Short term is the final 5 years of the time series, and long term is the entire
time-series. See online supporting information Appendix S1 for the worked example.
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collaborative working (see Section V). Controlled access by
external collaborators may also be permitted via shared
Notebooks in DataLabs (Hollaway et al., 2020).

For the wider scientific community, we have published a
species–space–time cube, generated using the workflow and
pertaining to 5293 species, under an open government
license with an accompanying data paper (Outhwaite
et al., 2019a,b). This data product comprises 1000 estimates
of occupancy for each cell in the species–space–time cube
(i.e. for each species/year/region combination), along with
information on model convergence (see Section III.5).

For non-technical audiences, such as staff in government
agencies, NGOs and some members of the schemes who sup-
plied the raw data, we have developed R Shiny web applica-
tions deployed via DataLabs (see Section V). These allow
users to browse outputs graphically without needing to
download the underlying data.

Our data products are usually disseminated to stakeholders
and the scientific community via reports and peer-reviewed
papers. We provide reports accompanying biodiversity
indicators to government agencies annually; the data are
made openly accessible by the Joint Nature Conservation
Committee (JNCC; https://jncc.gov.uk). Our data products
also contribute to the triennial State of Nature reports in the
UK (e.g. Hayhow et al., 2019). Members of our team have
published several papers using species’ trends derived from
the workflow (Cooke et al., 2023; Greenop et al., 2021;
Outhwaite et al., 2020, 2019a; Powney et al., 2019).

A priority for future development of the workflow is to
improve its interoperability. Hardisty et al. (2019) presented
the ‘Bari manifesto’, which comprises 10 principles defining
interoperability objectives for EBVs. Examples include the
provision of human- and machine-readable metadata, data
quality assurance, EBV workflows, the use of standard ontol-
ogies and the provision of information on data provenance.
The workflow described here adheres to most of these
principles to the extent that it is possible. However, some
principles, such as the use of standard ontologies and the
adoption of agreed-upon dimensions for all data products,
cannot be acted upon unilaterally. Rather, they require
cohesion among research teams and EBV producers, who
need to make collective decisions about how to realise them.

Whilst we generally agree with the principles laid out in the
Bari manifesto, we propose a slight update to the data quality
principle. This principle refers to the adoption of quality assur-
ance procedures and the propagation of the outputs to down-
stream data products. It is not clear, however, whether this
principle covers issues of model accuracy, or whether it simply
refers tothequalityof therawdata. Inourview, itwouldbepref-
erable for this principle to incorporate model checks explicitly.

IV. IMPLEMENTING THE WORKFLOW

There are constraints on the frequency at which developers
will be able to update their EBVs and biodiversity indicators.

First, there is the question of how frequently new data
become available, which depends on the data that are used.
There is also the matter of the computational cost of fitting
models. In our experience, even with access to a high-
performance computing cluster (see Section V), model fitting
is a major time constraint. Complex models will take longer
to run, particularly if they are fitted in a Bayesian framework,
and this should be borne in mind at the model development
stages above. Additional resourcing constraints, such as staff
time, must also be considered.

In our case, we implement most stages of the workflow
annually. This reflects the fact that we are funded to produce
national indicators of species’ distributions every year. How-
ever, we have neither the resources nor the data to update
every taxonomic group each year. Typically, a handful of
the �30 taxonomic groups are updated, so for most groups
the data are a few years out of date. Resourcing constraints
mean that the Data assessment and Model evaluation steps
are implemented less frequently, but we are working to
change this.

V. COMPUTER INFRASTRUCTURE

Our realisation of the workflow is supported by an extensive
computing infrastructure. Inputs to and outputs of most
stages in the workflow are stored on what we call the ‘Object
Store’. The Object Store storage system manages data as
objects referenced by a globally unique identifier, with
attached metadata. The objects exist in a flat domain, allow-
ing the Object Store to scale out much more easily than a tra-
ditional shared file system (i.e. it can handle large amounts of
traffic). The object store ensures that our raw data and data
products are easy to archive, locate and access through
DataLabs. We have stored >2100 GB of data products,
across 55 model runs, to date.

Models are fitted on DataLabs, and, where necessary,
the Natural Environment Research Council’s supercom-
puter, JASMIN (https://jasmin.ac.uk/). We create clusters
in DataLabs for smaller tasks, or JASMIN’s cluster
facility – LOTUS – for larger jobs. LOTUS has direct access
to the object store and vice versa, so data do not need to be
copied between them manually.

VI. METADATA

Our system for producing metadata is quite comprehensive.
We save EBVs at several points in the workflow (Fig. 1). Each
time data are saved, metadata are stored in .rdata or .rds for-
mat. The (Sparta) model outputs for each species include
metadata embedded as attributes in the R object. These
metadata include modelled species names, the spatial and
temporal extent of the models, the regions modelled, the
quantity of data per region per species, the model

Biological Reviews 98 (2023) 1492–1508 © 2023 The Authors. Biological Reviews published by John Wiley & Sons Ltd on behalf of Cambridge Philosophical
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formulation and code, the Sparta version used, the date the
model was fitted, the modeller who fitted it, the R session
information and additional information on ‘provenance’.
Provenance is a free-text field used to capture the motivation
for the model run and/or to summarise data acquisition
steps.

In addition to the species-level metadata, we store meta-
data at the ‘run’ level (i.e. for all species in a taxonomic
group). These files are generated and updated using the cre-
ateMetadata function in the wrappeR package (Boyd
et al., 2022b), which summarises the input and output files
from the Object Store. The run-level metadata propagates
metadata from the species level, where applicable, whilst also
summarising higher level metadata, such as the number of
species modelled. The propagation of metadata ensures that
the EBV data products shown in Fig. 1 retain information
about the raw data from which they were derived and the
model configuration, thus being reproducible. Run-level
metadata are subsequently used by functions in the
BRCindicators package to create multispecies indicators based
on the latest model outputs.

VII. GENERALISABILITY OF THE WORKFLOW
TO OTHER TAXA AND GEOGRAPHIC
LOCATIONS

It is likely that research groups in other parts of the world will
need to make some modifications to the workflow as we
implement it in the UK. Each group will need to source its
own data. Data may be retrieved from data aggregators such
as GBIF, local databases, dedicated monitoring schemes, or
meta-databases such as PREDICTS (Projecting Responses
of Ecological Diversity in Changing Terrestrial Systems;
Hudson et al., 2017). The properties of the available data will
determine whether and to what extent our specific imple-
mentation of the workflow is applicable.

The modelling step of the workflow is also likely to require
adaption. If the available data are severely biased at fine
scales, it will be necessary to work at coarser resolutions at
which those biases are less evident (Pescott et al., 2019). How-
ever, the occupancy-detection model assumes that species’
occupancy at each site does not change within ‘closure
periods’ (here 1 year); as the definition of the closure period
becomes coarser, this assumption becomes less tenable. Like-
wise, it becomes less realistic to suppose that repeat visits to a
site pertain to the same location.Where alternative analytical
approaches are deemed more appropriate, the preceding
stages will be affected (in particular, the data manipulation
step, which is largely about preparing the data for modelling).
In these cases, the general structure of the workflow will still
apply, but the detail will differ.

Alternative models might be considered where the data are
few, coarse or biased. Simpler models (e.g. Franklin, 1999;
Telfer et al., 2002; Roy et al., 2012) require fewer data. Others
are less contingent on fine-scale data (e.g. Hill, 2012).

Pescott et al. (2019) review the pros and cons of various range
change models, albeit in the context of modelling relatively
well-sampled plants in the UK. Each of these methods can be
implemented in the R package sparta (August et al., 2020b).
For some taxa and regions, structured monitoring data will

be available in addition to unstructured data, in which case
integrated distribution models might be considered (Isaac
et al., 2020). Our long-term ambition is to switch to inte-
grated models for suitable taxa. Preliminary testing by our
team has indicated that they take longer to converge than
our current model, but that their estimates are more precise.
Simulations suggest that covariates capturing geographic
biasing mechanisms are needed to correct spatial biases in
integrated models (Simmonds et al., 2020).
Whilst the modelling step is likely to require some modifi-

cation for use elsewhere, other steps in the workflow are
broadly applicable. For example, ROBITT is applicable to
all regions and taxa, so the Risk of bias assessment stage
can be implemented as we have described it regardless of
the specific application. The model evaluation step might
require some adaptation where different models are used,
but should generally comprise an assessment of model fit
and solicitation of expert opinion. Our paper is aimed at
developers of biodiversity monitoring infrastructures, who
presumably plan to develop indicators or similar for relevant
stakeholders, so the applications and dissemination steps are
also likely to be broadly applicable.

VIII. ‘IDEAL’ VERSUS ‘MINIMAL’
REQUIREMENTS FOR SPECIES
DISTRIBUTION EBVs

Kissling et al. (2018) set out seven ‘ideal’ and ‘minimal’ cri-
teria for species distribution EBVs, six of which relate to the
extents and resolutions of the EBV data products in the spa-
tial, temporal and taxonomic dimensions. In Table 1, we list
the extents and resolutions of our Derived and modelled
EBV, i.e. the final species–space–time cube in Fig. 1, and
whether these meet the ideal or minimal requirements.
It is worth noting that the data products produced using

the workflow presented here will differ from those produced
using habitat suitability models (which are also used to con-
struct EBVs) in terms of which of Kissling et al.’s (2018) cri-
teria they satisfy. Our data products meet the ideal criteria
relating to the temporal dimension of the species–space–time
cube. This is not surprising because the ability to monitor
species’ occupancy at a fine temporal resolution was the prin-
cipal motivation for the development of the workflow. Most
EBVs developed using habitat suitability models do not sat-
isfy these criteria, perhaps because the relevant environmen-
tal data are typically not available at fine temporal
resolutions (e.g. land cover products) or sufficiently far into
the past. An exception are the data products derived using
deductive habitat suitability models that are held on the
Map of Life web platform. These models are projected onto
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new land cover data each year, thereby enabling estimation
of changes in the area of suitable habitat at a fine temporal
resolution. However, these models are not suitable for many
taxa, whose habitat requirements are not reflected in broad
land cover classes, and the satellite-derived land cover data
on which they rely are only available for the recent past.
Whilst they are less likely to satisfy the ideal criteria relating
to temporal resolutions and extents, EBVs developed using
habitat suitability models are more likely to fulfil those relat-
ing to spatial resolutions and extents.

Kissling et al. (2018) asked the scientific community to
develop their criteria. We recommend that the provision of
information on model accuracy should be a minimal require-
ment. One option is to conduct sensitivity analyses with mul-
tiple models. Others include soliciting expert opinion on
model outputs and including a statement of the risk of bias.

It is worth pointing out that the ‘ideal’ species distribution
EBV is likely unattainable, as acknowledged by Kissling et al.
(2018). First, there are trade-offs between criteria. For exam-
ple, working at a fine spatial resolution precludes inclusion of
species or regions for which such precise data are not avail-
able. The suggestion that species distribution EBVs should
be global and temporally explicit is also optimistic given cur-
rent data availability (Hughes et al., 2020; Peterson &
Sober�on, 2018). For the foreseeable future, species distribu-
tion EBVs will be most useful if constrained in spatial or tax-
onomic domains, and/or if coarse resolutions are employed.

IX. OUTSTANDING QUESTIONS

There remain outstanding questions at all stages in the work-
flow, the most pressing of which are outlined below.

(1) Can we statistically correct for a wider range of
biases in the species occurrence data?

At present, we construct our EBV using an occupancy-
detection model that does not mitigate all biases. One way
to improve the models is to include terms for covariates cap-
turing differences between sampled and non-sampled cells in
the species–space–time cube (Sterba, 2009). Others include
poststratification and propensity score weighting (Elliott &
Valliant, 2017).

(2) Is the occupancy-detection model appropriate
where repeat visits are few?

Occupancy-detection models use information from repeated
visits to the same ‘site’ within closure periods (1 year in our
case) to estimate detection probabilities. There has been
some debate about whether it is sensible to estimate
detectability where repeat visits are few, or whether it is
better to model species’ occurrences naively [i.e. assuming
detectability = 1 (Welsh et al., 2013; Guillera-Arroita
et al., 2014)].

(3) How do we evaluate model adequacy?

Implementing statistical fixes for data biases is one thing;
assessing whether these were successful is another. Model
evaluation is particularly difficult where the comparison data
are biased, because a model with similar biases will appear to
fit the data better than an unbiased one.More work is needed
to understand which goodness-of-fit measures are most effec-
tive and to establish best practices for leveraging independent
information (e.g. from experts or structured data).

(4) What are the optimal species inclusion criteria
and are they generalisable?

For some species, the data are so few that we can say little
about their distributions. In this situation there are two
options: (i) ignore the poorly recorded species and focus on
those with more data; or (ii) accept the uncertainty and
include all species to maximise taxonomic coverage. At pre-
sent, we drop species based on the ‘rules of thumb’ described
above, but it might be preferable to take a different approach
in other circumstances.

(5) Is the one-size-fits-all approach appropriate?

We estimate occupancy for each species at the same resolu-
tions and extents using the same model. This ‘one-size-fits’
all approach is relatively simple, easy to implement and pro-
duces comparable outputs. However, questions remain
about whether more bespoke models that capture taxonomic
idiosyncrasies might be more appropriate and how best to
combine the outputs of such models.

X. CONCLUSIONS

(1) To tackle the ongoing biodiversity crisis, accurate, syn-
thetic, synoptic and interoperable data products are needed.
(2) The workflow presented herein represents a step towards
this ambition, yet as noted, substantial challenges remain.
(3) We hope that research groups around the world will
adopt this workflow, but consider these challenges, which
are likely to be more acute in regions sampled less compre-
hensively than the UK (e.g. Boyd et al., 2022a).
(4) The operationalisation of regional and/or national EBV
workflows will help us understand global biodiversity change
better.
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