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1 | INTRODUCTION

The concept of digital twins initially emerged in the engineering domain to mean a digital or virtual representation of
a physical artifact and one that is constantly updated to represent the current structure and behavior of that artifact
(Blair, 2021). The concept of digital twins can also be applied to the natural environment, providing us with important
new tools to understand and manage the natural environment in all its facets and at a variety of scales (Blair, 2021).
For example, we can envision a digital twin for a river catchment looking at issues such as floods, droughts and water
quality; we could equally look at developing digital twins for healthy soils operating at field/farm level, regionally or
nationally and answering different land use questions, for example, around Net Zero ambitions; we could develop a digital
twin for the whole earth system and interactions between the atmosphere, land, oceans and biodiversity under different
climate scenarios. For some, the twins may operate in real-time or near real-time; for others, we are looking at supporting
decision-making over potentially very long timescales. Ultimately, the digital twin should be reflective of the questions
and scenarios that it will be used to answer.
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Environmental digital twins are fueled by the unprecedented amounts of data available concerning the natural envi-
ronment from a wide variety of sources including remote sensing data from satellites, aircraft and drones through to
the potentially dense deployment of earth-based sensors. Citizen science data and data mining from the World Wide
Web or historical archives also contribute significantly to the available environmental data. Finally, model output rep-
resents a significant generator of environmental data with results from previous model runs often stored for future
analyses. Each of these sources of data may differ in many different ways (e.g., in their uncertainties or coverage and
resolution across space or time), and the challenge is to overcome these differences to enable a coherent picture to be
established.

Data science has an important role to play in making sense of the resultant highly complex data. Given the nature
of the data, there is a need though for tailored data science techniques designed to deal with such complexities
(Blair, Henrys, et al., 2019):

1. Considering the well known 4 ‘V’s of big data, in many areas of data science volume and velocity are dominant con-
cerns but, in this area, variety and veracity are often bigger concerns with there being a need to integrate highly
heterogeneous data that may vary in terms of uncertainties associated with the measurements (and modeling);

2. Given the harsh environment in which this data is often measured, there is a need to deal with messy data, perhaps
with large measurement error or with significant numbers of missing values;

3. There is a need to support reasoning around spatio-temporal data, including reasoning across scales;

4. Given the nature of environmental events and climate change, there is a need to develop techniques that fully address
extremes and non-stationary properties.

Significant progress has been made in developing data science techniques for the natural environment and indeed this
special issue is testimony to the advances that are being made. The toolbox is now well populated and includes techniques
to investigate extremes, detect change points, separate trends from seasonality and noise and so on, often operating on
multivariate, spatio-temporal data. Machine learning techniques are also increasingly being deployed. This includes both
supervised learning that can be trained on data sets and unsupervised learning to detect hidden patterns, clusters or other
structures in the input data. Hybrid approaches and deep learning approaches, that exploit computational resources, are
also being investigated particularly in classification problems, for example, related to satellite data.

Clearly, data science has a central role to play in constructing digital twins of the natural environment. Indeed, for
some, digital twins are all about data science: taking complex streaming data and using, for example, artificial intelligence
techniques to make sense of this data and present it to stakeholders and decision-makers. This is not our view when
it comes to environmental digital twins. For us, environmental digital twins are all about blending understanding and
insight from both data models (i.e., statistical or AI-based models derived from the data) and process models (i.e., complex
simulations based on an understanding of scientific processes and their interactions). We would go as far as to say that
this relationship between data and process models is the defining characteristic of environmental digital twins. It is this
blended approach that allows the twin to be an accurate representation of the current state, and also to react appropriately
to given scenarios or perturbations. However, the exact nature of this two-way relationship is poorly understood and
under-explored.

The overall aim of this short paper is to reflect on the modeling needs of environmental digital twins and, in particular,
to unpack the two-way relationship between process and data models, and associated understanding. Our hope is that
this will result in a richer, more sophisticated approach to environmental digital twins, informing underlying software
architectures and also providing a roadmap of research challenges where some elements of the inter-relationships are
poorly understood.

2 | THE RELATIONSHIPS BETWEEN PROCESS AND DATA MODELS

In our time in working with environmental scientists, we have gained a rich admiration of the work on environmen-
tal models, and process models in particular. Process models capture the current underlying scientific understanding
encoded in mathematical models of the various underlying components and interactions. In many ways, scientific
understanding evolves along with the associated models; that is, process models represent the best of breed of cur-
rent scientific understanding. They reflect the state of the art knowledge of how a particular system may respond to
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FIGURE 1 Outline interactions between process and data models

a given set of inputs. They are therefore fundamental to the science. This is why we are so adamant that you can-
not replace process models with understanding derived from data alone: this would be detrimental to science, to
scientific understanding and, indeed, to explainability of scientific phenomena. Having said that, process models are far
from perfect:

1. Process models do not as yet fully take advantage of the emergence of big data as documented above;

2. They are often rather complex entities that take a long time to run, and this introduces limitations in terms of
understanding sensitivities to different parameter options and to understanding uncertainties;

3. Historically, it has taken a long time for process models to be updated; for example, to update a component can take
years of research and a period of agreement across the community.

More philosophically, process model approaches represent a positivist approach to science where hypotheses are inves-
tigated through rigorously designed modeling experiments. In contrast, data driven models are often more lightweight
(both computationally and structurally) and this means they can be run many times to determine sensitivities to different
parameters and assumptions and to determine uncertainties. Data science can be used in a positivist manner but can also
be used for more bottom-up, emergent discovery, for example for identifying potential patterns or structures that were
previously unknown, whilst also explicitly representing stochastic elements within the system. It is therefore very natural
to look at how we can take advantage of the potential synergies between both these modeling paradigms.

Figure 1 shows a very simple schematic representation of process and data models working together, also interacting
with the underlying data repository. There are a number of arrows in this diagram - but what exactly do they mean?

We start off by recognizing that data models can be used for a variety of purposes. First of all, it is increasingly com-
mon to use statistical or machine learning techniques to carry out automated or semi-automated quality assurance on
the underlying data and this is particularly important for digital twins where we may be dealing with real-time or near
real-time streaming data. A first use of data models is therefore to quality assure and clean this data (1a) by identifying
and potentially repairing anomalies/outliers and missing values, with the resultant cleaned data then going back into the
repository (1b). This (potentially cleaned) data can then feed into process models through a process of data assimilation
whereby the process model is nudged into a new state to be consistent with current observations (2). It may be that addi-
tional data models are required to feed the data into the process models at the appropriate scale to be assimilated. Data
assimilation is effectively determining if the process model is consistent with current observations and, if not, nudging
the model into a new state.

As mentioned above, data science techniques are very good at identifying patterns and structures in the data, for
example potential clusters, correlations, extremes, and change points. We can now ask higher-order questions of the
process model - is the process model able to represent these potentially significant patterns or events and if not, why
not, providing an extra level of model validation (3a). This is particularly powerful when combined with an ensemble
approach, allowing the weighting of different models to be altered depending on how well they represent emerging events,
or removing a member from the ensemble, c.f. Beven’s model invalidation (Beven & Lane, 2019) (3b).

Going further, the insights gained from observations and data models can lead to the concept of adaptive modeling
more generally (4a). This may be limited in scope due to the often black box parameterization of the models but, given the
complexity of the contemporary models and sheer range of parameters, this can in itself be hugely significant as model
runs are optimized according to observation and insight. Looking forward, it is beneficial to imagine more open structures
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1a: raw data;

1b: cleaned data;

2: data assimilation;

3a: model validation;

3b: model invalidation;

4a: adaptive modelling (black box);

4b: adaptive modelling (open architecture);
5: deep dive into data;

6: adaptive modelling (new behaviour);

7a: investigate sensitivities, uncertainties and interactions;
7b: further adaptive modelling;

8: adaptive sampling/monitoring.

FIGURE 2 Detailed interactions between process and data models, as described in Section 2

where models have an explicit software architecture consisting of components with their interactions and where this very
component structure can be adapted to the same observations and insights (4b). This means that model implementations
can be optimized to represent environmental behaviors as measured at a given place, and can change over time to repre-
sent what is currently being observed. From this, we are starting to see the relationship between process and data models
resulting in modeling as a learning process, another of Beven’s key tenets (Beven, 2007), and a key building block of
models of everywhere (more completely referred to as models of everywhere and everything at all times (Blair, Beven,
et al., 2019)). This may seem quite futuristic but such adaptive techniques have been employed successfully in other
areas of complex software systems, for example in the field of autonomic/adaptive computing (Kephart & Chess, 2003;
McKinley et al., 2004).

There are a several additional dimensions to this inter-relationship still to explore. The first is in response to the
observations and insights where there is an indication of some scientific process or interaction that is not understood
and, importantly, not captured by the process model. This may be investigated further (5) by utilizing contempo-
rary data science methods that can exploit the strengths of different sources of data, whilst allowing and quantifying
different error structures, to explore complex multivariate responses and patterns. Approaches such as integrated
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spatio-temporal statistical modeling, or deep learning investigations (key themes of the DSNE Project mentioned below
in the acknowledgements) are proving to have great potential in this area (Isaac et al., 2020; Wang et al., 2018; Wilkie
et al., 2019). The intention is to dig deeper into the relationship between different variables and responses, potentially
at fine spatial and temporal scales that may only be observed across multiple data sources, with a view to enhancing
our understanding of the science and underlying processes. This, in turn, will ideally result in enhancements to process
models (6), albeit at a different timescale to the adaptive techniques discussed above. Such steps though are important to
enhance scientific understanding.

It has already been noted that process models are complex entities that can take a long time to run. Given this, it
may be prohibitive to run such models many times and, yet, this may be important to fully understand their behaviors
and sensitivities to different parameter settings, and also to appreciate the uncertainty space associated with different
executions and assumptions. For the same reasons, it may be impractical to look at coupled modeling where the output
from one model may provide inputs to another, perhaps in arbitrary patterns and configurations. For both these reasons,
model emulators are often generated from perceived behaviors of process models, taking an abstract, data driven view of
the process model by mapping inputs to outputs, often using machine learning or statistical approaches such as Gaussian
processes. Emulators, that are far quicker to execute than their numerical counterparts, can then be used to understand
sensitivities and uncertainties, and interactions in integrated modeling experiments (7a). This may in turn result in changes
in how process models are configured and parameterized (7b).

Another advantage of data models is that they may have an intrinsic understanding of the uncertainties associated
with the data, parameters, inter-variable relationships, and those associated with space and time. This in turn can drive
adaptive sampling or monitoring (8) approaches whereby further data elements can be specifically targeted to efficiently
reduce uncertainties (Phillipson et al., 2019). These adaptive approaches can take many forms, from dynamic control of
sensor networks to provide more data at a given time and at different locations, through to optimal design of field surveys
or citizen science data gathering activities, perhaps constrained by other factors such as cost. The overall aim, here, is to
optimize the information obtained to minimize uncertainty.

This builds up to a much richer presentation of the interactions between process and data models as shown in Figure 2.
It is interesting to note that with the final elements we complete the circle back to the data, representing a rich and
sophisticated dynamic learning process - effectively our definition of what is a digital twin.

3 | INPRAISE OF ARROWS

Writing this paper has been a fascinating exercise, as we have deliberately focused not on the entities of process and data
models, but on the interrelationships between them. It is all too easy to draw diagrams with boxes and arrows but, often,
the complexities of the arrows are over-looked in contrast with the deep investigation that is carried out inside the boxes.
Hopefully, this exercise has demonstrated the importance of arrows in understanding the architecture of digital twins
and the importance of interactions in realizing the full potential of this exciting technology. In particular, we have gone
from a relatively static view of digital twins to a fully dynamic learning process that can capture the nuances of complex
environmental behavior at different spatial locations and across time. Let us give much more attention to ‘arrows’ as they
often hold the key to understanding complex systems, their interactions, and emergent behavior.
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