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Abstract
Aim: To develop a causal understanding of the drivers of Species distribution model 
(SDM) performance.
Location: United Kingdom (UK).
Methods: We measured the accuracy and variance of SDMs fitted for 518 species of 
invertebrate and plant in the UK. Our measure of variance reflects variation among 
replicate model fits, and taxon experts assessed model accuracy. Using directed acy-
clic graphs, we developed a causal model depicting plausible effects of explanatory 
variables (e.g. species' prevalence, sample size) on SDM accuracy and variance and 
quantified those effects using a multilevel piecewise path model.
Results: According to our model, sample size and niche completeness (proportion 
of a species' niche covered by sampling) directly affect SDM accuracy and variance. 
Prevalence and range completeness have indirect effects mediated by sample size. 
Challenging conventional wisdom, we found that the effect of prevalence on SDM 
accuracy is positive. This reflects the facts that sample size has a positive effect on 
accuracy and larger sample sizes are possible for widespread species. It is possible, 
however, that the omission of an unobserved confounder biased this effect. Previous 
studies, which reported negative correlations between prevalence and SDM accu-
racy, conditioned on sample size.
Main conclusions: Our model explicates the causal basis of previously reported corre-
lations between SDM performance and species/data characteristics. It also suggests 
that niche completeness has similarly large effects on SDM accuracy and variance as 
sample size. Analysts should consider niche completeness, or proxies thereof, in addi-
tion to sample size when deciding whether modelling is worthwhile.
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1  |  INTRODUC TION

Species distribution models (SDMs; also known as habitat suitabil-
ity models) estimate species' environmental preferences. Put very 
simply, they do so by comparing the environment at locations where 
a species was observed with the environment at locations where it 
was not. Once this comparison has been made, the SDM can be used 
to predict habitat suitability at any geographic location and point in 
time for which the relevant environmental data are available.

SDMs make several assumptions. One example is that species 
are at equilibrium with their environment (Zurell et al., 2020); oth-
erwise, there will be habitats that are suitable for a species but in 
which it has not been recorded (because it does not occupy them). 
In this case, the model might erroneously predict that those habitats 
are unsuitable. This is just one example of how violations of a mod-
el's assumptions can affect its predictive performance.

The predictive performance of a SDM may be decomposed 
broadly into its accuracy and precision (Bazzichetto et al.,  2022). 
Accuracy is a measure of how close the model's predictions are 
to the “truth” on average. The most commonly used measure of 
a SDM's accuracy is its discrimination ability, that is, its ability to 
predict higher habitat suitability at locations where the species 
was observed than locations where it was not (Jiménez-valverde 
et al., 2013). Precision, on the other hand, is a measure of the vari-
ability among predictions from replicate model fits, which might 
include variability among SDM algorithms where multi-model en-
sembles are constructed (Watling et al.,  2015). Models with high 
accuracy and precision will consistently make predictions that are 
close to the truth; clearly, it is desirable to know the situations in 
which this might be expected.

The literature is awash with studies purporting to show how 
various methodological decisions, data characteristics and species 
traits affect SDM performance. Methodological decisions include 
the choice of SDM algorithm or ensemble of algorithms (Fukuda & 
De Baets, 2016; Hao et al., 2020), environmental covariates (Arenas-
Castro et al., 2022; Bucklin et al., 2015; De Marco & Nóbrega, 2018) 
and strategies to mitigate undesirable properties of the occur-
rence data (Barbet-Massin et al., 2012; Beck et al., 2014; Chapman 
et al.,  2019; Dudík et al.,  2005; Fourcade et al.,  2014; Phillips 
et al., 2009). Data characteristics include the extent of spatial clus-
tering and geographic bias (Bazzichetto et al., 2022; Beck et al., 2014; 
Steen et al., 2020), the expertise of data collectors (Steen et al., 2019), 
the ratio of presences to absences (Fukuda & De Baets, 2016), cov-
erage of species' geographic ranges (Konowalik & Nosol, 2021) and 
sample size (Feeley & Silman, 2011; Hernandez et al., 2006; Stockwell 
& Peterson,  2002; Wisz et al.,  2008). Species traits include range 
size relative to the study extent (Santika,  2011) and niche breadth 
(Hernandez et al., 2006; Tessarolo et al., 2021), among others. Most 
of the studies listed above follow a similar template: they fit SDMs 
for several species, or for the same species using different method-
ologies and datasets, and then assess the accuracy of those models.

Assessing the accuracy of a SDM generally involves com-
paring its predictions to data. These data might be the same data 
that were used for model fitting, data withheld when fitting the 

model or completely independent data (e.g. from a separate sur-
vey). Alternatively, in simulation studies, where virtual species are 
used, SDM predictions can be compared to those species' true 
distributions directly. Regardless, predictive accuracy is typically 
evaluated using skill statistics, such as the area under the receiver 
operator curve (AUC), the true skill statistic (TSS) and Cohen's Kappa 
(Allouche et al., 2006; Leroy et al., 2018).

Although widely-used, AUC, Kappa and TSS have been criticized 
on several grounds. They measure rates of false presences and false 
absences so are challenging to interpret where presence-only datasets 
are used for evaluation. Of course, this limitation does not apply where 
presence-absence data are available (e.g. Phillips et al.,  2009; Valavi 
et al., 2022). AUC, Kappa and TSS also depend on the ratio of presences 
to (pseudo-)absences, that is, sample prevalence, in the dataset (Jiménez-
valverde et al., 2013; Leroy et al., 2018; Lobo et al., 2008). Alternative 
metrics have been developed to circumvent this latter issue (e.g. Kaymak 
et al., 2012), but we find that they are rarely used for SDM evaluation.

Whilst most studies evaluate SDM accuracy using skill statistics, an 
alternative is to solicit expert opinion. For example, Smart et al. (2019) 
sought expert opinion on the realism of species response curves esti-
mated by small-scale niche models for vascular plants and bryophytes 
in the United Kingdom (UK). Similarly, Beck et al.  (2014) sought ex-
pert opinion on the spatial predictions produced by various SDMs for 
a European butterfly. These latter authors found that model accuracy 
increased when the occurrence data were thinned to reduce spatial 
clustering. However, this finding was evident only to the expert: it was 
not reflected by an increase in AUC. This clearly demonstrates that 
expert validation can, at the very least, provide a different perspective 
to skill statistics on what determines SDM accuracy.

Whether using expert opinion or skill statistics, appropriately 
quantifying SDM performance is only the first step towards un-
derstanding its determinants. The researcher must then quantify 
the relationships between the performance measures and predic-
tors thereof. This is often achieved using some form of regression 
analysis—e.g. multiple regression, partial regression, ANOVA or 
t-tests (Barbet-Massin et al.,  2012; De Marco & Nóbrega,  2018; 
Feeley & Silman,  2011; Steen et al.,  2019; Tessarolo et al.,  2021; 
Watling et al., 2015; Wisz et al., 2008)—or even simpler measures of 
correlation (Hernandez et al., 2006).

Whilst clearly useful, regression does not necessarily tell the full 
story when it comes to ascertaining the effects of independent vari-
ables on a response variable. It is well known that regression coeffi-
cients vary as independent variables are added to and removed from 
the model (Angrist & Pischke,  2009). Indeed, using regression for 
causal inference requires assumptions about all confounders hav-
ing been measured and included in the model (Gelman & Hill, 2006; 
McElreath, 2020). Another limitation is that, as it is typically used—
that is with one response variable—regression cannot deal with indi-
rect effects, which occur where one variable mediates the effect of 
a second variable on the response (Baron & Kenny, 1986).

In other disciplines, and to a lesser extent in ecology (but see 
Grace,  2006), the limitations of regression mentioned above have 
been long recognized and overcome using graph theory and causal 
analysis. Directed Acyclic Graphs (DAGs; Greenland et al.,  1999; 
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776  |    BOYD et al.

Pearl et al.,  2016) are constructed to codify researchers' theories 
about how the explanatory variables affect the response variable(s). 
DAGs might reveal confounders that must be included in a regres-
sion analysis in order to produce unbiased coefficients. They might 
also reveal mediation pathways, or multiple response variables; in 
this case, path analysis or more complex structural equation models, 
can be used to estimate the effects of interest (Grace, 2006).

Here, we used graph theory, causal analysis and expert validation 
to understand the drivers of SDM predictive performance. We fitted 
SDMs for 1216 species of invertebrate and bryophyte in the United 
Kingdom (UK) using a fairly typical presence/pseudo-absence model-
ling workflow. We evaluated the performances of a subset (518; 43%) 
of these models, both in terms of variance among replicate model fits 
and accuracy as assessed by taxon experts. (For the speciose bryo-
phytes, a random subset of 100 species were assessed, leaving 698 
species unassessed.) We used DAGs to conceive plausible models de-
scribing the effects of explanatory variables on SDM performance and 
used multilevel path analysis to quantify those effects.

2  |  METHODOLOGY

2.1  |  Species occurrence data

We fitted SDMs using presence-only species occurrence records. The 
data were supplied by national recording schemes in the UK, who col-
late records made by volunteer expert naturalists for their taxon group of 

interest. For most taxa, we used the same data as Outhwaite et al. (2019) 
but applied additional filters. We only used gridded records collected at 
1 km2 or finer between 2000 and 2015 to match the SDM covariate data 
(Appendix S1) and removed records that were duplicated in terms of grid 
cell and species (standard practice for species distribution modelling).

2.2  |  Species distribution models

In this section, we briefly outline the SDM workflow (Figure  1), 
but refer the reader to the ODMAP (Overview, Data, Model, 
Assessment and Prediction; Zurell et al.,  2020) document in 
Appendix  S1 for full details. We used three SDM algorithms to 
estimate species' habitat suitability: Maxent, regularized logistic 
GLMs and random forests. We used the species occurrence data 
outlined above, and pseudo-absences generated according to the 
“non-overlapping target group” approach (Cerasoli et al.,  2017; 
Phillips et al.,  2009), as response variables. Twenty-five topo-
graphic, land cover and climate variables were used as covariates. 
We split the data randomly into five equally-sized subsets (cross-
validation folds) then fitted each algorithm five times, leaving out 
one subset each time. Hence, we fitted 15 models for each spe-
cies, which enabled us to assess the variability among replicate 
fits. The models were fitted at a spatial resolution of 1 km2 on the 
British Ordnance Survey grid (EPSG:27700). Ensemble predictions 
were generated for each species by taking a weighted average 
(based on AUC) of the 15 replicate model fits.

F I G U R E  1  Species distribution modelling and assessment workflow. See the supplementary ODMAP document for full details 
(Appendix S1). Note that the SDM predictions were presented to the experts on a continuous scale (relative habitat suitability) rather than 
a binary one. Also note that the data subsetting in the “Model fitting” box was performed after the data were degraded to unique species-
location combinations.
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We use the R (R Core Team, 2019) package soaR (https://github.
com/robbo​yd/soaR) to fit, average and evaluate the models. soaR 
wraps around the packages glmnet (Friedman et al., 2010), random-
Forest (Breiman et al., 2018) and dismo (Hijmans et al., 2017).

2.3  |  Expert assessments of SDMs and data

Taxon experts (Table 1) assessed the available records and ensem-
ble SDM predictions, in geographic space, for all species in their 
group of interest (or a random subset of 100 species in the case of 
the more speciose bryophytes; Table  1). Among other questions, 
they were asked (1) whether the available records for each species 
cover its environmental niche; (2) whether the available records for 
each species cover its geographic range; and (3) whether the map 
of predicted habitat suitability for each species (i.e. the ensemble 
SDM) reflects its true environmental niche in geographic space. 
The experts provided their answers to these questions on Likert 
scales ranging from 1 (excellent coverage/excellent habitat suit-
ability predictions) to 5 (extremely poor coverage/extremely poor 
habitat suitability predictions). We used five-point Likert scales to 
avoid creating a false sense of certainty about our results, having 
felt that it was unrealistic to expect that the experts could provide 
answers on a continuous scale (e.g. could one model be classed as 
62% accurate and another 72%?).

Each expert was provided with a tailored R Shiny app, which 
included the predicted maps of habitat suitability (as a continuous 
measure), a map of the records used to fit the SDMs, maps of the 
environmental layers used to fit the models and various questions 

including those listed above. Example code, containing all of these 
questions, can be found in Pescott (2022).

2.4  |  Measures of SDM performance

We considered two distinct aspects of model performance: accuracy 
and the variability among replicate models fits. Accuracy was assessed 
by the experts (see question 3 above). It can be considered a measure 
of discrimination ability because the experts based their judgements 
on whether habitat suitability was predicted to be higher at more suit-
able locations and vice versa. The variability among replicate model fits 
was calculated as the sum of the variance of habitat suitability across 
grid cells (hereafter “variance”). This measure includes the variability 
among algorithms and models fitted to different cross-validation folds, 
which are two major sources of variability in SDM predictions.

SDM algorithm contributes more than cross-validation fold to 
our measure of variance. To test this, we calculated mean habitat 
suitability across grid cells for each replicate fit. The median (across 
species) proportion of the total variance in mean habitat suitability 
explained by SDM algorithm is about 77%, compared to about 23% 
for cross-validation fold.

2.5  |  Explanatory variables

We assumed that SDM accuracy and variance are functions of eight 
variables. Definitions of the variables, and information on if and how 
they were measured, are provided in Table 2.

TA B L E  1  A taxonomic breakdown of the number of species modelled, the number of models assessed, the number of models “fully” 
assessed, the assessor initials (see author list) and their affiliations.

Taxonomic group

Number 
of species 
modelled

Number of 
species assessed

Number of 
species fully 
assessed

Expert 
initials Recording scheme

Mosses, liverworts and hornworts 
(Bryophyta, Marchantiophyta, 
and Anthocerotophyta)

782 100 99 CDP British Bryological Society (https://www.
briti​shbry​ologi​calso​ciety.org.uk/)

Centipedes (Chilopoda) 29 29 25 TB British Myriapod and Isopod Group, 
Centipede Recording Scheme 
(https://www.bmig.org.uk/)

Dragonflies (Odonta) 46 46 45 PT British Dragonfly Society Recording 
Scheme (https://briti​sh-drago​nflies.
org.uk/)

Hoverflies (Syrphidae) 226 226 208 RM Dipterists Forum, Hoverfly Recording 
Scheme (http://hover​fly.uk/hrs/)

Mayflies (Ephemeroptera) 38 38 38 CM Riverfly Recording Schemes: 
Ephemeroptera (http://www.ephem​
eropt​era.org.uk/)

Soldierflies and allies (Lower 
Brachycera)

95 95 94 MH Soldierflies and Allies Recording Scheme 
(http://soldi​erfli​es.brc.ac.uk/)

Total 1216 554 518 – –

Note: By fully assessed, we mean SDMs for which the assessors could answer that all relevant questions. Data from the remainder of SDMs were not 
used to construct the causal model.
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2.6  |  Conceptual models

We used DAGs to conceive plausible conceptual models depicting the 
effects of the explanatory variables on SDM accuracy and variance. 
DAGs are non-parametric and distinct from the statistical models used 
to analyse them (see “Statistical analysis of conceptual models” below). 
Our general strategy was to start with a theoretically plausible DAG, 
test whether it was empirically plausible, then refine it accordingly (simi-
lar to steps 1–3 in Grace & Irvine, 2020). The primary goal of model 
testing was to ascertain whether a DAG's (conditional) independencies 
were consistent with our data. If these were consistent, we then as-
sessed the support for the DAG's implied mediation pathways using the 
“joint significance” method (MacKinnon et al., 2002). At no point did we 
posit a theoretically implausible DAG just to satisfy these criteria.

Having started with one DAG, which was not empirically plausi-
ble, we tested a further nine (Appendix S2). The final DAG, which we 
present and analyse in this paper, is both theoretically plausible and 
empirically supported by our model/data combination. Full details of 
the model conceptualisation and testing process can be found in the 
R Markdown document in Appendix S2. Theoretical justifications for 
the effects posited by the causal model are laid out in Table 3.

2.7  |  Statistical analysis of conceptual models

We used piecewise path analysis to estimate the effects of the ex-
planatory variables described above on SDM accuracy and variance 
using the R package piecewiseSEM (Lefcheck, 2016). Path analysis is 
the process of estimating path coefficients for each arrow, or “edge”, 
in a DAG (Grace, 2006). They are equivalent to the coefficients es-
timated by regressing the variable on the receiving end of an edge 
on the variable from which the edge originates; that is to say, by 
regressing the “child” on its “parent” in DAG parlance. Where one 
variable affects another via more than one pathway (i.e. where a 

child has more than one parent), the path coefficient for one parent 
is equal to the partial regression coefficient obtained by regressing 
the child on that parent whilst conditioning on all other parents (i.e. 
multiple regression). In our analysis, for ease of interpretation, we 
standardized the path coefficients using the z transformation.

Path coefficients indicate the direct effect of each parent on its 
child, but these can be used to calculate indirect effects (Sobel, 1982). 
One variable has an indirect effect on another where there is an in-
termediate variable (mediator). Indirect effects may be subdivided 
into specific and total indirect effects. A specific indirect effect is the 
product of all path coefficients in one pathway: for example, prev-
alence → n → accuracy in Figure 2. The total indirect effect of one 
variable on another is the sum of the specific indirect effects over all 
pathways linking them (Preacher & Hayes, 2008; Tarling, 2009).

A reviewer rightly pointed out that the effects listed in Table 3 
might be nonlinear. Indeed, it was apparent on visual inspection of 
our data that sample size is nonlinearly related to SDM accuracy 
and variance. This is not surprising: others have noted an asymptotic 
relationship between sample size and SDM accuracy (Hallman & 
Robinson, 2020), and it is well known that the variance of an estima-
tor (here the SDM ensemble) is an asymptotic function of sample size. 
To enable the use of path analysis, which is based on linear regres-
sion, we (natural) log transformed sample size before fitting the path 
models. It was also necessary to log transform prevalence to obtain 
a linear relationship between it and the log of sample size. Accuracy 
and variance are plotted against the log of sample size in Figure 3.

To assess the uncertainty associated with the effects estimated by 
the path model, we used nonparametric bootstrapping. We resampled 
the data by species (both response and explanatory variables) with re-
placement to create 1000 bootstrap samples, fitted models to each sam-
ple and report the 95% (percentile) confidence intervals for each effect 
across samples.

One might expect the expert-assessed variables in our analysis 
to differ systematically among taxon groups and assessors (recalling 

TA B L E  2  Explanatory variables that we assume affect SDM accuracy and variance.

Variable Definition Derivation

Equilibrium Degree to which species are at equilibrium with their 
environment.

Unobserved.

Niche breadth Breadth of species' environmental niches (ranging from 
habitat specialist to habitat generalist).

Unobserved, but see Appendix S4 where we use a proxy 
measure.

Niche completeness Degree to which the occurrence data cover a species' 
environmental niche.

Assessed by the experts on a five-point Likert scale.

Prevalence Species' true range sizes. Calculated as sample size divided by range completeness 
(1 being poor coverage and 5 being full coverage). 
Higher where sample size is high despite poor 
coverage of the species' range, and vice versa.

Range completeness Degree to which the occurrence data cover a species' 
geographic range.

Assessed by the experts on a five-point Likert scale.

Recorder behaviour Recorders' decisions about where to sample geographically 
(and hence environmentally).

Unobserved.

Sample size The number of 1 km grid cells (EPSG:27700) in which the 
species has been recorded (between 2000 and 2015).

Empirical.
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that one assessor evaluated the models for each taxon group). For 
example, the experts might simply differ in what they perceive to 
be an accurate model or what constitutes “very good” coverage of 
a species' range. Or perhaps expert-assessed accuracy will vary be-
tween taxon groups if, say, the environmental covariates are more 
appropriate for some groups than others.

To assess the extent of any systematic differences between 
taxon groups in terms of expert-scored accuracy, we calculated their 
intraclass correlation coefficients. The respective values of 0.08, 
0.25 and 0.23 (Appendix  S2, p. 41) indicate that the data are not 

independent within assessors. Hence, we include a random inter-
cept for assessor identity in the portions of our path model in which 
an expert-assessed variable is the response.

2.8  |  Sensitivity analysis

Piecewise path models are based on linear regression and so are 
bound by the same assumptions. These include the assumptions that 
the response variables are numeric and normally distributed, which 

TA B L E  3  Theoretical justifications for the effects posited by our causal model. Justifications are stated ceteris paribus.

Explanatory 
variable Response variable Theoretical justification

Equilibrium Niche completeness A species cannot be recorded in portions of its niche that it does not occupy.

Equilibrium Prevalence For a given niche breadth, a species closer to equilibrium with its environment will be more 
widespread.

Niche breadth Niche completeness It is harder to sample a given portion of a generalists' than a specialists' niche.

Niche breadth Prevalence A generalist has the capacity to be more widespread than a specialist.

Prevalence Range completeness It is harder to sample a given portion of a widespread species' range than a common one.

Prevalence Sample size It is possible to record a widespread species in more locations than a rare one.

Recorder 
behaviour

Niche completeness For a given niche breadth and equilibrium, the geographic locations sampled determine the 
fraction of a species' niche that is sampled.

Recorder 
behaviour

Range completeness For a given prevalence, the geographic locations sampled determine the fraction of a species' 
range that is sampled.

Niche breadth Accuracy Pseudo-absences are likely to be placed in habitats that are suitable for generalists. Hence, 
their discrimination ability should be poorer than models for specialists.

Niche breadth Variance There is less scope for variation in the types of habitats that specialists are recorded in. This 
should reduce sampling variability.

Niche 
completeness

Accuracy SDMs estimate species' environmental niches so adequate coverage of those niches is 
important.

Niche 
completeness

Variance Maxent and random forests are more likely to find spurious signals where niche 
completeness is low (i.e. overfitting), compared to the regularized GLMs. This means that 
they will make different predictions in non-sampled portions of environmental space 
(Werkowska et al., 2017), increasing variability among algorithms.

Sample size Accuracy Larger samples will yield a more accurate point estimate in the absence of systematic error.

Sample size Variance Small samples are more likely to be unusual (different from the population) by chance, which 
increases sampling variability (Lohr, 2022).

F I G U R E  2  Directed acyclic graph (Greenland et al., 1999) depicting our causal model's assumptions about what determines SDM 
accuracy and variance. Dashed line boxes indicate unobserved variables, red boxes indicate expert-assessed variables and dotted line boxes 
denote the response variables of interest (Table 2).
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our data violate. Nevertheless, we proceeded with piecewise path 
models because it has been often demonstrated that linear regres-
sion is robust to such violations (e.g. Norman, 2010).

The robustness of linear regression notwithstanding, we as-
sessed the sensitivities of our results to the choice of analytical 
method. By analytical method, we mean statistical model, which 
is different to the non-parametric causal models described above. 
We analysed both causal models using several analytical methods, 
which varied in terms of how they treat the response variable expert 
score (ordinal or numeric), how they accounted for assessor iden-
tity (either by complete pooling, random intercepts or fixed effects) 
and how model fitting was achieved (e.g. covariance- or piecewise 
least-squares-based). Four of the five additional analytical methods 
gave roughly identical results (Appendix S3), so we only present the 
results from the multilevel piecewise path models here.

3  |  RESULTS

Our model explains 20% of the variation in SDM expert-assessed 
accuracy. Range completeness, prevalence, niche completeness and 
sample size have positive effects (Figure  4). The effects of range 
completeness and prevalence are indirect, whereas the effects of 
niche completeness and sample size are direct.

The model explains 59% of the variation in SDM model-based 
variance. Range completeness, prevalence, niche completeness and 
sample size have negative effects—as they increase, variance de-
creases (Figure 4). Like accuracy, the effects of range completeness 
and prevalence are indirect, whereas the effects of niche complete-
ness and sample size are direct.

4  |  DISCUSSION

In this paper, we used expert validation, graph theory and causal analy-
sis to shed light on the drivers of SDM performance. We considered 
two components of model performance: accuracy, as assessed by the 
experts, and the variance among replicate model fits. We constructed 
DAGs depicting the effects of various explanatory variables on SDM 
performance, then analysed those DAGs using piecewise path models.

We suggest that the experts' knowledge is likely to be more in-
formative than any one dataset that could have been used for model 
validation. Each expert is a national curator of the data for their 
taxon group. Cumulatively, they have considerable local, national 
and international field knowledge gained by writing distribution at-
lases, field guides, species status reviews and autecological papers. 
Some also undertake their own modelling using similar tools to those 
in this study. Hence, their assessments arguably reflect an unrivalled 
synthesis of information.

Although experts, there are limits to, and possibly biases in, the 
assessors' knowledge. In total, 554 species were assessed, but the 
experts were only able to provide answers to all of the relevant 
questions for 518. It is possible that these missing species (6.5%) 

share common attributes that have biased our analysis (i.e. they are 
missing not at random; Rubin, 1976). While we have confidence in 
our experts' experience and knowledge for our area, it is of course 
possible that this does not generalize across all disciplines or data-
sets. In some cases, the available expert knowledge might still be 
biased towards particular places, such as areas of high population 
density or higher species richness, or particular latitudes. We do not 
claim that expert validation is a panacea for assessing SDMs: as al-
ways, the appropriateness of the tools and information available for 
making inferences need to be assessed for the case in hand.

Our model explains a relatively low proportion of the variation in 
SDM accuracy (20%; but see Møller & Jennions, 2002). To some ex-
tent, this is likely to reflect noise in the experts' assessments (of both 
accuracy and niche completeness). It might also reflect the fact that 
we missed important explanatory variables. One example is the ap-
propriateness of the SDM covariates for a given species, which could 
affect model accuracy (Barry & Elith, 2006). We asked the assessors 
to report on this, but they felt unable to do so for the majority of 
species (56%). Another example is niche breadth, which we treated 
as unobserved. Omission of these variables could have biased the 
effects estimated by our model (Angrist & Pischke, 2009).

We suspect that the omission of niche breadth will not have ap-
preciably biased our estimated effects. As a proxy for niche breadth, 
we calculated the number of land cover classes, using the UKCEH 
2007 Land Cover Map (Morton et al., 2011), on which each species 
was recorded. This is not a perfect proxy for niche breadth, but we 
suspect that it will at least be a correlate thereof at the scale of our 
models (1 km2). Including this proxy measure of niche breadth in the 
models barely changed our estimated effects (Appendix S4). It is not 
clear, however, whether and to what extent our estimates would 
change if we were to identify, measure and include additional ex-
planatory variables in our model.

Previous studies demonstrated positive effects of sample size 
and niche completeness on SDM accuracy (Feeley & Silman, 2011; 
Konowalik & Nosol,  2021; Stockwell & Peterson,  2002; Wisz 
et al., 2008), but not in a causal framework. A causal framework is 
needed, however, because there is a clear risk that sample size could 
confound the effect of niche completeness or vice versa. Indeed, 
two studies that reported correlations between sample size and 
SDM accuracy acknowledged that niche completeness was higher 
in larger samples (Feeley & Silman, 2011; Wisz et al., 2008). It would 
be interesting to know if the findings of these studies would have 
been less pronounced had niche completeness been conditioned on.

Our results suggest that niche completeness and sample size 
have similarly strong effects, which implies that the positive effect 
of sample size could be offset by low niche completeness. This is 
worrying because analysts frequently use sample size as the sole 
criterion when deciding whether or not to fit SDMs for a given spe-
cies (e.g. Amini Tehrani et al., 2021; Hoveka et al., 2020, 2022; Spiers 
et al., 2018; Zellmer et al., 2019). We agree with Santini et al. (2021), 
who noted that, of the studies making methodological recommen-
dations in the SDM literature, those making convenient recommen-
dations (e.g. proceed if you have a sample size of at least n) tend to 
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    |  781BOYD et al.

be more favourably received and widely cited. We appeal to analysts 
to think more critically and consider more nuanced (and ecological!) 
aspects of their data, such as niche completeness.

Assessing niche completeness is more difficult than calculating 
sample size, but there are several ways to achieve this. One option 
is to consult appropriate experts as we did here. Another is to use 
range completeness as a proxy for niche completeness on the as-
sumption that these are highly correlated; the analyst could then 
compare the distribution of records to published range maps, for 
example. Tools to assess the environmental representativeness of 
species occurrence data also exist (e.g. Boyd et al.,  2021). Where 
additional data thought to cover a species' niche are available—e.g. 
coarse-scale data from an atlas, or a digitized range map—these 

tools could be used to calculate niche coverage relative to the more 
complete data.

Another key insight from our analysis concerns the relationship 
between species' prevalence and SDM accuracy. Previous studies 
reported negative correlations between prevalence and accuracy 
conditional on sample size (Hernandez et al.,  2006; Stockwell & 
Peterson, 2002; van Proosdij et al., 2016). It is important to remem-
ber, however, that larger sample sizes—when defined as the number 
of grid cells in which a species has been recorded—are possible for 
widespread species, which occupy more grid cells and are readily 
recognized by recorders with limited expertise. This is likely to be 
one reason why we found a positive indirect effect of species prev-
alence on accuracy (Figure 3).

F I G U R E  3  SDM accuracy and variance plotted against the log of sample size. Each point denotes one species. All variables are scaled and 
centred—after the log transformation in the case of sample size.

F I G U R E  4  Effects of the explanatory variables on SDM expert-assessed accuracy and model-based variance. Effects are the z 
transformed path coefficients from Figure 2. The dots indicate the mean effect obtained by bootstrapping and error bars demarcate 95% 
(percentile) confidence intervals. The colour of the points and the error bars signify the type of effect: direct or (total) indirect.
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Our model also suggests that prevalence has a negative indirect 
effect on SDM variance. Like accuracy, this effect is mediated by 
sample size. Hence, where sample size is correlated with prevalence, 
as in our dataset, more accurate and precise SDMs should be attain-
able for widespread species than rare ones. This notion challenges 
the conventional wisdom that rare species lend themselves better 
to modelling.

It should be noted, however, that our estimates of the indi-
rect effects of prevalence on SDM accuracy and variance could 
be biased. Part of the total indirect effects of prevalence on ac-
curacy and variance is the direct effect of prevalence on range 
completeness (Figure 2). Range completeness is also affected by 
recorder behaviour, which is unobserved. The omission of range 
completeness could bias the effect of prevalence on sample size, 
which could, in turn, bias the total indirect effects of prevalence 
on SDM accuracy and variance. Whether and to what extent this 
bias exists is unclear.

An important implication of our results is that the common prac-
tice of “stacking” individual species' SDMs to estimate species rich-
ness or similar is a risky business. Model performance is not random; 
rather, as we have shown, it varies with species traits and data char-
acteristics. Hence, there is no reason to suppose that the errors will 
average out over many species.

We do not claim that our causal model is true. However, in de-
picting it as a DAG we have laid bare our assumptions about what de-
termines SDM performance in a falsifiable manner. We believe that 
this is an improvement on much of the (vast) literature proffering 
advice on fitting SDMs, and that it clarifies the causal basis of much 
of this advice in a way that can be built upon clearly.
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