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Abstract
1. Variable study quality is a challenge for all the empirical sciences, but perhaps 

particularly for disciplines such as ecology where experimentation is frequently 
hampered by system complexity, scale and resourcing. The resulting heteroge-
neity, and the necessity of subsequently combining the results of different study 
designs, is a fundamental issue for evidence synthesis.

2. We welcome the recognition of this issue by Christie et al. (2019) and their at-
tempt to provide a generic approach to study quality assessment and meta- 
analytic weighting through an extensive simulation study. However, we have 
reservations about the true generality and usefulness of their derived study ‘ac-
curacy weights’.

3. First, the simulations of Christie et al. rely on a single approach to effect size cal-
culation, resulting in the odd conclusion that before- after control- impact (BACI) 
designs are superior to randomised controlled trials (RCTs), which are normally 
considered the gold standard for causal inference. Second, the so- called ‘study 
quality’ scores have long been criticised in the epidemiological literature for fail-
ing to accurately summarise individual, study- specific drivers of bias and have 
been shown to be likely to retain bias and increase variance relative to meta- 
regression approaches that explicitly model such drivers.

4. Synthesis and applications. We suggest that ecological meta- analysts spend more 
time critically, and transparently, appraising actual studies before synthesis, 
rather than relying on generic weights or weighting formulas to solve assumed 
issues; sensitivity analyses and hierarchical meta- regression are likely to be key 
tools in this work.
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1  |  INTRODUC TION

Christie et al. (2019; CEA hereafter) outline a simulation- based 
approach to the generation of study ‘accuracy’ weights for use in 
ecological meta- analyses. An index of the error in the effect size 
estimates resulting from study designs of differing quality, that is 
differing levels of internal validity or risk of bias (Turner et al., 2009), 
was used by CEA to create a set of metric weights for the design 
types investigated. We discuss two issues with this approach: one 
relating to the specific simulations, effect size calculations and re-
sulting study design accuracy weights proposed by CEA; and an-
other relating to the fact that the use of unidimensional study quality 
scores as meta- analytic weights has long been criticised as a subop-
timal approach to the generation of minimum error meta- analytic 
effect estimates, and as such has been regularly advised against in 
the epidemiological literature (Greenland, 1994a, 1994b; Greenland 
& O’Rourke, 2001; Higgins et al., 2011; Moreno et al., 2012; Shea 
et al., 2017; Turner et al., 2009).

1.1  |  The Christie et al. accuracy weights are effect 
size calculation and simulation study specific

A perhaps surprising result of the simulations presented by CEA is 
the conclusion that randomised controlled trials (RCTs), normally 
considered the gold standard for causal inference (e.g. Rubin, 2007), 
can display more error than before- after control- impact (BACI) de-
signs. This conclusion relates to the fact that CEA assume that meta- 
analyses of RCTs always calculate effect sizes using post- impact 
measures only (e.g. Cohen’s d). In the situation, common in ecology, 
where RCTs are small, then metrics that do not take into account 
the potential lack of balance (which may or may not be adjustable 
using known covariates) will do worse at estimating a known true 
effect than those that do (e.g. Roberts & Torgerson, 1999). It seems 
to us unlikely that ecologists who go to the trouble of setting up a 
randomised controlled experiment would also not collect baseline 
data and subsequently use this to draw the most robust conclusions 
possible. For example, in RCTs investigating the impact of tram-
pling on plant communities, the standard effect size reported takes 
baseline plant cover into account (Pescott & Stewart, 2014). The 
metric used by CEA for their BACI effect size estimates overcomes 
this issue (resulting in the superior performance of this approach re-
ported by CEA), because here effect size estimates are calculated 
relative to baseline in each treatment arm of the simulated studies. 
In general, where there is some sort of imbalance between different 
arms of a study, methods that take the baseline state into account, 
for example using repeated measures- type analyses or a within- arm 
change score as the dependent variable, normally result in lower 
overall error (but see Glymour et al., 2005). Where imbalance can 
be adjusted for by known baseline covariates, then ANCOVAs, or 
similar regression- based methods, can also be used (Senn, 1989). 
(Note that the ANCOVA approach yields higher precision relative 
to change score approaches; Senn, 2005, 2020.) If, as with RCTs, 

error is expected to be only of random origin, then meta- analytic 
summaries of such trials will be unbiased, and weighting may be un-
necessary. However, small RCTs may be associated with other issues 
causing systematic error (Turner et al., 2009), a fact that has been 
used to justify inverse- variance weighting of meta- analyses of RCTs, 
although this may be more profitably adjusted for using regression- 
based methods (Moreno et al., 2012; also see Section 1.2 below).

Taking the estimates of error, and the resulting weights, from 
a simulation exercise as of broader relevance for the weighting of 
studies in other meta- analyses therefore ignores a number of facts, 
including that RCTs should logically possess greater validity than a 
BACI design focused on the same research question. This is always 
an assumption, but is more likely to be true for RCTs, particularly 
as they increase in size; this also applies to unreported, unmea-
sured and/or unknown variables that may be of importance for the 
monitored response. All else being equal, the use of the CEA ac-
curacy weights downweights RCTs relative to BACIs simply on the 
basis of a set of simulations not adjusting for baseline information 
resulting in an estimator with higher error, despite the fact that in 
general RCTs are logically superior for causal inference, that meth-
ods exist to adjust for such imbalances and that workers running 
RCTs in ecology would be very likely to collect such information. 
The overall error seen in simulations that do not take these points 
into account is therefore not a sensible or generalisable measure of 
study design relative quality for the purpose of weighting studies 
in meta- analysis. Given this, CEA- type simulations could perhaps be 
extended to investigate the impact of different effect size calcula-
tions on the resulting weights.

In our opinion, however, assessments of study quality for evi-
dence synthesis should pay close attention to the details of the 
specific studies being summarised, rather than working from the po-
sition that a single set of assumptions used in a simulation exercise, 
whether based on estimated parameter values from the wider liter-
ature or not, accurately captures the only important features relat-
ing to the potential for bias, or overall error, in any particular study. 
As noted by CEA, frameworks for such assessments already exist in 
other disciplines (e.g. Deeks et al., 2003; Higgins et al., 2011; Shea 
et al., 2017; Turner et al., 2009), and could be further developed 
for ecology beyond standard study design classifications (Lortie 
et al., 2015). This issue of whether or not a generic set of simulation- 
based weights are likely to capture all important determinants of the 
bias or overall error that might be exhibited by a study also underlies 
our second criticism.

1.2  |  Using quality scores as meta- analytic weights 
can still result in biased inference

Even if we were broadly happy that a set of simulation- based met-
rics represented the key features capturing bias in a set of studies 
of variable design quality, the use of these to create unidimensional 
weights for meta- analysis may still result in biased overall inference 
(Greenland & O’Rourke, 2001). Greenland and O’Rourke (2001), 
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developing arguments put forward by Greenland (1994a, 1994b), 
noted that while such quality score weightings may reduce bias, 
they will often do this at the expense of increased variance in the 
weighted estimator. Overall inference may therefore not be im-
proved. Greenland and O’Rourke (2001) pointed out that in this situ-
ation, methods that formally trade- off bias and variance to minimise 
overall error, such as hierarchical meta- regression, are likely to be 
more appropriate (Greenland, 2000; see also Moreno et al., 2012). 
Regression- based approaches to study quality adjustment also 
have the advantage of being able to adjust summary estimates 
for the directions in which different biases might act (Greenland 
& O’Rourke, 2001), another reason why they are recommended 
by modern epidemiological bias assessment frameworks (Higgins 
et al., 2011; Shea et al., 2017).

Greenland and O’Rourke (2001) outlined various meta- 
regression approaches that could potentially overcome the limita-
tions of unidimensional study quality scores by regressing outcomes 
on individual study ‘quality item’ covariates. This approach is based 
on the suggestion of Rubin (1990, 1992) that using a regression 
framework to extrapolate to an ‘ideal’ study is theoretically justi-
fied in preference to estimating an average effect from the literature 
(Moreno et al., 2012). One could argue that the simulation- based 
accuracy weights of CEA could be used as a quality item in a hi-
erarchical meta- regression framework; however, summary quality 
scores resulting from generic simulation approaches are unlikely to 
adequately represent the study- specific, multi- dimensional nature 
of bias. The accuracy weight approach of CEA necessarily combines, 
and therefore ignores, many different and separate features of study 
quality. For example, as discussed above, the weights derived by 
CEA are dependent on the particular effect size metrics calculated, 
on assumptions about balance across different treatment arms, and 
on whether or not the parameter values and distributions used in 
any simulation are truly appropriate for any set of studies to which 
the resulting weights might be applied. They also ignore issues relat-
ing to external validity (i.e. the representativeness of a study relative 
to its inferential target population; Turner et al., 2009) that will be 
important for some types of evidence synthesis. The individual sim-
ulation parameters of CEA, and the weights themselves, collapse the 
multiple dimensions of individual study bias into a single score of a 
type that is highly unlikely to be perfectly proportional to the actual 
overall biases exhibited across and within the study design types 
(Greenland & O’Rourke, 2001). The use of the CEA accuracy weights 
as a covariate in a meta- regression framework would therefore likely 
still result in bias. For this reason, Greenland and O’Rourke (2001, 
2008) and others (Higgins et al., 2011; Shea et al., 2017) recommend 
keeping quality items separate and estimating them individually for 
each study included in a meta- analysis.

2  |  CONCLUSION

Detailed assessments of individual study validity are most likely to 
provide appropriate and focused measures of quality that can be 

used in ways that are known to avoid, or minimise, the biases as-
sociated with the use of unidimensional quality scores that subsume 
or ignore the detail of primary studies under review (Greenland & 
O’Rourke, 2001; Turner et al., 2009). Even studies that appear to 
be high quality may still contain non- obvious biases, and apparently 
lower quality studies could in fact be unbiased for the effect of inter-
est. Ultimately, corrections for study bias rely on arguments that may 
not be empirically provable in any given case: context and expert 
judgement must be used to assess whether or not claims for study- 
specific bias are either corroborated by available evidence, plausi-
ble but uncorroborated, or implausible (Greenland & Pearce, 2015). 
Subsequently adjusting for study- level drivers of bias is the cur-
rent best practice in epidemiology (Greenland & O’Rourke, 2008; 
Thompson et al., 2011), a science that has already grappled with 
this issue for several decades. We suggest that ecologists under-
taking evidence synthesis focus critical appraisal on the generation 
of transparent value judgements about causation, the potential for 
confounding (risk of bias) and the appropriateness of the outcome 
measure (directness), using sensitivity analyses and hierarchical 
meta- regression to quantify and model uncertainty arising from 
study quality, rather than automatically using generic weights. The 
considerable risk presented by such weighting processes to thought-
ful ecological synthesis should be clear.
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