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[1] The daily amplitude of the solar quiet (Sq) magnetic variation of the horizontal
intensity, H, of observatories at low and midlatitudes is analyzed, in search of
significant long-term trends. These trends are expected based on secular variations of
the Earth’s magnetic field (B) and increasing concentrations of greenhouse gases which
can affect Sq for instance through their effect on ionospheric conductivities and
E-region electron concentration. The hourly horizontal geomagnetic field component, H,
measured at Apia, Fredericksburg, Hermanus, Bangui, and Trivandrum was analyzed
for the period 1960–2000. The solar activity effect was filtered out from the daily Sq
amplitude of H, and then linear trends were calculated and compared to trend values
obtained from the Coupled Magnetosphere-Ionosphere-Thermosphere model. Linear
trends were calculated separately for periods of different secular trends in the magnetic
field intensity, B. We found significant trends in experimental data for Apia,
Fredericksburg, Hermanus, and for the period 1960–1983 for Bangui. There is
reasonable quantitative agreement between experimental and simulated trends, and a
qualitative agreement with trends expected from the secular trend in B.
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1. Introduction

[2] As a consequence of the increasing interest in global
changes, trends in the upper and middle atmosphere have
become a main subject of study since the beginning of the
1990s [Aikin et al., 1991; Roble, 1995; Ulich and Turunen,
1997; Jarvis et al., 1998; Lastovicka, 2005, 2009]. In the case
of the ionosphere, long-term trends have been linked to var-
ious possible causes, including the increasing concentration
of greenhouse gases [Roble and Dickinson, 1989; Rishbeth,
1990; Hall and Cannon, 2002], long-term solar variability
[Torta et al., 2009], long-term variation of geomagnetic
activity [Danilov and Mikhailov, 1999; Mikhailov and
Marin, 2000], and the secular variation of the Earth’s
magnetic field [Foppiano et al., 1999; Elias and Ortiz de
Adler, 2006; Cnossen and Richmond, 2008, 2013; Yue et al.,
2008; Elias, 2009; Elias et al., 2010; Cnossen et al., 2012].
[3] The solar quiet (Sq) geomagnetic field variation is

caused by ionospheric currents flowing in the E-region,

driven by electric fields generated by the atmospheric dy-
namo. The Sq current system consists of two large current
vortices on either side of the magnetic equator, flowing anti-
clockwise in the northern hemisphere and clockwise in the
southern hemisphere. As the Earth rotates underneath this
current system, a given geographic location samples the
magnetic perturbations associated with different parts of the
current system over the course of a day, which results in a
characteristic daily variation. The main variables that deter-
mine the daily amplitude of the Sq variation are the iono-
spheric conductivities, the dynamo electric field, the solar
diurnal tide, and the E-region electron concentration. The
currents flowing in the ionosphere also induce counterpart
currents in the Earth’s conducting interior and in the oceans,
approximately mirroring the electric current flow in the
ionosphere. This produces a secondary magnetic field that
is about 30% of the inducing amplitude, although this also
depends on the local interior conductivity.
[4] On one hand, the Earth’s main magnetic field, B,

generated in the Earth’s core, presents long-term variations
in its strength and orientation [Bloxham and Gubbins,
1985; Hongre et al., 1998; Korte and Constable, 2011;
Korte et al., 2011], and since the ionospheric conductivity
depends on the intensity of the magnetic field, B, some effect
may be expected on the Sq daily variation. Also, changes in
the orientation of the field, and especially involving a shift
in the geographic location of the magnetic equator, can affect
the Sq system [Cnossen and Richmond, 2013]. On the other
hand, the increase in the concentration of greenhouse gases,
which is expected to produce an increase in the peak electron
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density of the E-layer [Rishbeth and Roble, 1992; Bremer,
2004, 2008], could affect the daily Sq variation as well.
[5] A decreasing trend in the Earth’s main magnetic field

intensity, B, should induce increasing trends in Sq [Elias
et al., 2010], and vice versa. This result can be deduced con-
sidering a uniform current sheet J of infinite extent. The Sq
variation of H, ΔH, is then proportional to |J|, where J is
given by J = Σ (V�B+Ep). Σ is the integrated layer conduc-
tivity tensor, V the tidal wind, B the main magnetic field, and
EP the polarization electric field. Theoretically, a decrease in
the intensity of B, B, would result in a Σ increase. Rishbeth
[1985] and Takeda [1996] obtained that the increase in Σ out-
weighs the decrease in B, so a net increasing effect in |J|
should be expected, which in turn means an increase in the
amplitude of the Sq variation.
[6] In this work, long-term trends in the daily amplitude of

the Sq variation are analyzed with the aim of contributing to
elucidate the origins of global changes in the ionosphere. So
far, controversies have mainly arisen between the role of an-
thropogenic changes and the Sun’s effects. Here we demon-
strate that secular changes in the Earth’s magnetic field can
also induce measurable changes and should enter in the
global change debate.
[7] Trends in Sq variation linked to the Earth’s main mag-

netic field, to movements of the equatorial electrojet, and to
solar long-term variations, have already been analyzed by
many authors since the 1980s [Sellek, 1980; Schlapp et al.,
1990; Macmillan and Droujinina, 2007; Torta et al., 2009;
Elias et al., 2010; Cnossen et al., 2012]. Among them, only
Macmillan and Droujinina [2007] and Torta et al. [2009]
linked Sq trends to long-term variation in solar activity.
Sellek [1980] found significant secular changes in Sq ampli-
tude for Huancayo, Hermanus, and San Juan, which are in
qualitative agreement with the predictions of a simple theory
that considers changes in the Earth’s main magnetic field.
Schlapp et al. [1990] studied data from 11 observatories
and attributed trends to changes in the Earth’s main magnetic
field after comparing their observational results with a math-
ematical model of the ionospheric dynamo developed by
them. Elias et al. [2010] obtained significant trends for
Apia, Fredericksburg, and Hermanus and explained more
than half of their trend values by secular changes in the
Earth’s main magnetic field through a very rough theoretical
assessment, and less than 10% by the effect of increasing
greenhouse gas concentrations.
[8] Cnossen et al. [2012] were the first to analyze the role

of the Earth’s dipole moment on the Sq amplitude using the

Coupled Magnetosphere-Ionosphere-Thermosphere (CMIT)
model. They obtained decreasing trends in Sq for an increas-
ing dipole moment and a good agreement of their theoretical
values with experimental ones obtained by other authors,
based on a rough assessment. Cnossen and Richmond
[2013] performed CMIT simulations with more realistic
magnetic field changes between 1908 and 2008, and stressed
that their results should be compared to observed trends to
determine the relative contribution of magnetic field changes
to those trends more precisely. The present study contributes
to that effort. We estimate the linear trend of the Sq variation
of the horizontal intensity, H, of five magnetic observatories
located at low and midlatitudes. We add to previous work by
comparing the trends calculated from experimental data mea-
sured at each observatory with trends calculated from simulations

Table 1. Geographic and Geomagnetic (in Brackets) Coordinates of the Stations Considered, Period Considered for the Linear Trend
Calculation, Linear Trends of the Sq Amplitude Residuals in % per Year Calculated From the Experimental Data (Sq Data Column) and
From the CMIT Simulations (Sq Model Column), Percentage Trend of Earth’s Magnetic Field Intensity B, and Mean B for the
Period Considereda

Station Geog. Latitude (Geom. Lat.) Geog. Long. (Geom. Long.) Period
Sq Data
%/year

Sq Model
%/year

B
%/year

Mean B�103

[nT]

Apia (API) 13.8�S (15.3�S) 188.2�E (262.2�E) 1960–2000 0.17 (99%) 0.11 (95%) �0.07 37.4
Hermanus (HER) 34.4�S (33.5�S) 19.2�E (83.3�E) 1960–2000 0.23 (99%) 0.14 (NS) �0.34 27.5
Fredericksburg (FRD) 38.2�N (48.7�N) 282.6�E 352.8�E) 1960–2000 0.13 (99%) 0.36 (95%) �0.16 52.1
Bangui (BNG) 4.4�N (4.3�N) 18.6�E (89.6�E) 1960–1983 �0.11 (95%) �0.11 (NS) 0.03 31.7

1983–2000 0.02 (NS) �0.01 (NS) �0.02
Trivandrum (TRD) 8.5�N (0.7�S) 77.0�E (148.7�E) 1960–1983 0.01 (NS) �0.08 (NS) �0.03 37.7

1983–2000 �0.09 (NS) �0.12 (NS) 0.05

aThe statistical significance of the trend is indicated in brackets besides the corresponding value. NS: not statistically significant.
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Figure 1. (a) Sq amplitude of the horizontal component of
B obtained with the CMIT model for March–April 2008, and
(b) the difference between the 2008 and 1958 Sq amplitudes.
Stations analyzed are marked: Apia, Fredericksburg (Fred),
Bangui (Bang), Hermanus (Herm), and Trivandrum (Triv).
The light (dark) shading indicates statistical significance at
the 95% (99%) level according to a t test.
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with the CMIT model. This will allow us to estimate to what
extent the observed trends in Sq variation are likely to be
associated with changes in the Earth’s magnetic field.
[9] The paper is organized as follows. In section 2, the

analysis of the experimental data to calculate trends is de-
scribed, followed by the data analysis from the CMIT model.
Results are presented in section 3, followed by the discussion
and conclusions in section 4.

2. Methods

2.1. Experimental Data Analysis

[10] The horizontal component of the hourly geomagnetic
field, H, obtained from the Space Physics Interactive Data
Resource of the NOAA World Data Center was analyzed
for five stations: Apia, Fredericksburg, Hermanus, Bangui,
and Trivandrum. Their coordinates are given in Table 1.
The period considered is 1960–2000, except for Bangui,
which covers the period 1960–1992. The stations and period
of analysis were selected according to data availability and
completeness of the data record. The station locations are in-
dicated in Figure 1, which shows a map of the daily Sq ampli-
tude of H obtained with the CMIT model for 2008 (top) and
the difference between 2008 and 1958 (bottom). According
to these maps, stations located between 60�W and 30�E near
the dip equator would be ideal to analyze since the largest
changes occur there. However, the stations with data avail-
able close to this area do not have records long enough to as-
sess trends or they have too many gaps.
[11] To obtain the Sq amplitude of H, the daily amplitude

of H was calculated as the difference between the maximum
and minimum value of the magnetic perturbations of each
day, and then averaged over the five quietest days for each
month. The solar activity effect was filtered out by calculat-
ing the residuals of the Sq amplitude from the linear regres-
sion between the 12month running mean of the Sq

amplitude, Sq12, and the 12 month running mean of the sun-
spot number, Rz12. That is:

residual of Sq ¼ Sq12 � a Rz12 þ bð Þ
where a and b are calculated using ordinary least squares ap-
plied to the linear regression of Sq12 with Rz12. The residuals
of the Sq amplitude were used to calculate linear trends.
Their statistical significance was assessed using a t test,
where the reduction in the degrees of freedom by 12 due to
the 12month smoothing was taken into account.

2.2. Model Simulation Analysis

[12] The CMIT model [Wiltberger et al., 2004;Wang et al.,
2004;Wang et al., 2008] is a combination of the Lyon-Fedder-
Mobarry global magnetospheric code [Lyon et al., 2004]
and the Thermosphere-Ionosphere-Electrodynamics General

Figure 2. Mean Sq amplitudes obtained with experimental
data (red dots) and with the CMIT model (black dots). The
experimental Sq amplitude was calculated using the five
quietest days in March and April for years with low solar ac-
tivity levels during the period of analysis of each station. The
simulated Sq amplitude was calculated for the five quietest
days in March and April 2008.

Figure 4. Geographic position of the magnetic dip equator
for 1960 and 2000, and the locations of Apia, Bangui, and
Trivandrum.

Figure 3. Secular trend of the Earth’s magnetic field inten-
sity B in nT obtained from the International Geomagnetic
Reference Field (IGRF) for (a) Apia (black solid line), (b)
Hermanus (red solid line), (c) Fredericksburg (blue solid
line), (d) Bangui (black dashed line), and (e) Trivandrum
(red dashed line). B for each location has been normalized
[(B-Bmean)/standard deviation].
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Circulation Model [Roble et al., 1988; Richmond et al., 1992].
Cnossen and Richmond [2013] performed simulations with
CMIT to assess the global effects of long-term changes in
the Earth’s magnetic field on the ionosphere-thermosphere
system and the daily Sq amplitude. Their study relied on three
simulations with the main magnetic fields of 1908, 1958, and
2008, respectively, specified through the International
Geomagnetic Reference Field (IGRF) [Finlay et al., 2010].
We will use the latter two simulations here again. We also
performed an additional simulation with the magnetic field
of the year 1983 which was set up in the same way as the pre-
vious ones. Cnossen and Richmond [2013] describe the simu-
lation setup and analysis in detail, so here we just repeat the
key points relevant to this study.
[13] Each simulation ran for 15 days, from 0 UT on 21

March to 0 UT on 5 April, and each used the measured solar

activity level and solar wind conditions from 2008 during that
interval, so that the only difference between the simulations
was the main magnetic field. We chose the solar activity and
solar wind conditions of 2008, because on average the solar
activity was very low (F10.7 � 70 solar flux units), and geo-
magnetic conditions were relatively quiet, and therefore ideal
to study Sq variation. Magnetic perturbations were calculated
with a postprocessing code described by Doumbia et al.
[2007] and Richmond and Maute [2013]. We note that the
model tends to underestimate the perturbations somewhat.
[14] The amplitude of the daily Sq variation was calculated

by taking the difference between the maximum and mini-
mum value of the magnetic perturbations each day. The aver-
age amplitude of the five quietest days for March–April 2008
and the standard deviations over those five days for both sim-
ulations were used to interpolate linear trends from the

Figure 5. Sq residuals in nT (solid line) and linear trend (dashed line) for the period 1960–2000 for (a)
Apia, (b) Hermanus (c) Fredericksburg, (d) Bangui, and (e) Trivandrum.
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differences between the simulations and to determine their
significance. This makes the analysis as similar as possible
to the analysis done on the experimental data. The trend
values in %/year and their significance are listed in Table 1.

3. Results

[15] To ensure that the CMIT model produces a reasonable
Sq variation for the stations considered here, we first com-
pare the mean Sq amplitudes that were observed and simu-
lated for the five quietest days in March–April, using years
with low solar activity level in the case of observed data
and the results for 2008 in the case of the modeled data.
This is shown in Figure 2, with the black dots indicating
the simulated values and the red dots indicating the observed
values. As expected, the simulated Sq amplitude is smaller
than observed for all five stations, with considerable differ-
ences for the three stations located closest to the magnetic
equator (Apia, Trivandrum, and Bangui). This makes sense,
as this is the more complex region of the ionosphere. It does
mean that the model could potentially also underestimate the
trends in Sq amplitude associated with magnetic field
changes for these stations. Further away from the magnetic
equator (Fredericksburg and Hermanus), the observed and
simulated Sq amplitudes agree much better, so we would
expect the model to describe the effects of magnetic field
changes on Sq amplitude also quite well.
[16] Figure 3 shows the secular variation of B at each

observatory estimated from the IGRF, available from the
National Space Science Data Center. The values of B were
normalized to show all observatories in one figure. At the
location of Apia, Fredericksburg, and Hermanus, B presents
a monotonic decreasing trend, so an increasing trend in Sq
amplitude is expected for the whole period analyzed. At
Bangui, B presents an increasing trend until ~1980 and then
a much less steep decreasing trend. A decreasing trend in

Sq then is expected for the first period followed by a weaker
increasing trend. The full 1960–2000 interval was therefore
split into two sections which were analyzed separately. At
Trivandrum, there is a clear increasing trend in B since
~1985. That is, a decreasing trend in Sq amplitude should
be expected after that year. For the period previous to 1986,
a not very clear or small trend should be expected. Also, for
Trivandrum, we therefore divided the full interval into two
sections for separate analysis.
[17] Each of the stations analyzed, except Trivandrum,

experienced a change in their position with respect to the mag-
netic equator between 0.5� and 0.2�. Only for Trivandrum,which
is located just under the magnetic equator, this was slightly more,
at ~0.8�. Still, the locations of all the stations considered here at
geographic longitudes where the magnetic equator has had rela-
tively little displacement, as can be seen in Figure 4. Hermanus
and Fredericksburg are not shown in this figure since they are
more than 20� distant from the magnetic equator.
[18] The time series of the experimental Sq residuals are

shown in Figure 5 together with the linear trends calculated
from these residuals. The trend values in %/year are listed
in Table 1 together with their significance level calculated
with a t test. The reduction in the degrees of freedom by a fac-
tor of 12 due to the 12month running mean that was applied
to the Sq amplitude was considered. The trends obtained with
experimental data and with the CMIT simulation (all listed in
Table 1) are also shown in Figure 6 for easy comparison.

4. Discussion and Conclusions

[19] Significant trends in the daily amplitude of the Sq var-
iation of H are obtained using experimental data for Apia,
Fredericksburg, Hermanus, and Bangui. For this last station,
the significant trend corresponds to the period of increasing
B, that is, 1960–1983. For Bangui for the period 1983–2000,
and for Trivandrum for both 1960–1983 and 1983–2000, the
trends obtained are not statistically significant.
[20] Based on the theoretical considerations of the effects

of B on the E-layer conductivity, there is qualitative agree-
ment between the observed and expected trends for all the
cases analyzed. There is also a reasonably good quantitative
agreement with the trend values estimated from the CMIT
simulations, especially for Apia, Bangui, and Hermanus. To
quantify how well the observed and simulated trends agree,
Table 2 shows the difference between these two trends,
together with the significance of the difference. This was
estimated by applying the t test to the difference between

Figure 6. Trend values in %/year (also listed in Table 1) of
the Sq amplitudes obtained with experimental data (red sym-
bols) and with the CMIT model (black symbols). Filled and
empty symbols correspond to significant and nonsignificant
values, respectively. Circles correspond to trends for the
complete period of analysis (1960–2000) which applies to
Hermanus, Apia, and Fredericksburg. In the cases of
Bangui and Trivandrum, circles correspond to the 1960–
1983 period, and triangles (displaced some degrees to the left
to make the figure clearer) correspond to 1983–2000.

Table 2. Difference Between Linear Trends of the Sq Amplitude
Residuals in % per Year Calculated From the Experimental Data
and From the CMIT Simulationsa

Station Period Difference Between % Trend Significance

Apia 1960–2000 �0.06 95%
Hermanus 1960–2000 �0.09 NS
Fredericksburg 1960–2000 0.23 95%
Bangui 1960–1983 0.00 NS

1983–2000 �0.03 NS
Trivandrum 1960–1983 �0.09 NS

1983–2000 �0.03 NS

aThe period considered for the linear trends involved in the difference is
indicated in the Period column. The statistical significance of the difference
is indicated in the Significance column. NS: not statistically significant
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the observed and simulated trends, divided by the standard
error of the trend difference.
[21] Table 2 shows that for Apia, the difference between

the observed and simulated trends is statistically significant,
indicating that the model cannot (fully) explain the observed
trend. This might be because the model also underestimates
the Sq amplitude itself for Apia (see Figure 2), which could
lead to an underestimation of the trend. Indeed, the simulated
trend for Apia is smaller than observed. For Hermanus,
where the model provides a much better estimate of the Sq
amplitude (see Figure 2), the difference between the simu-
lated and observed trends is not statistically significant,
although the simulated trend itself was not significant. The
good agreement between observed and simulated trends for
Bangui may be somewhat surprising, as the model consider-
ably underestimated the Sq amplitude itself for this station. It
appears that either the model does still provide a good esti-
mate of the trend in Sq amplitude here, or, if it is
underestimating the trend associated with magnetic field
changes, there might be a different process acting in the
opposite direction, bringing the observed trends more in line
with the simulations.
[22] The modeled trend at Fredericksburg is considerably

stronger than observed. However, Cnossen and Richmond
[2013] showed that the change in Sq amplitude at that loca-
tion associated with magnetic field changes between 1958
and 2008 is not statistically significant. This could indicate
that the observed Sq trend at Fredericksburg cannot be
explained through magnetic field changes, in which case
one would not necessarily expect the experimental and
modeled trends to match. However, it is also possible that a
significant trend might be obtained if longer simulations were
done, so we cannot completely rule out the possibility that
secular changes in the magnetic field have contributed to
the trend observed at Fredericksburg. At Trivandrum, the
modeled trend for 1983–2000 is also larger than observed,
but in this case, both the experimental trend and the trend
derived from the model simulations are not significant, so
in that sense they agree.
[23] A possible source of some of the differences between

the model results and the observations at the geomagnetic
observatories is the electric current induced in the Earth’s
interior by the external currents flowing in the ionosphere.
Also, induction in the oceans strongly affects the Sq variation
in stations close to the coast [Macmillan and Droujinina,
2007; Kuvshinov et al., 2007], which applies to most of the
stations analyzed here (see Figure 1). At the Earth’s surface,
magnetometers measure the composite of external and inter-
nal field components from the currents, so that the observed
Sq variation is also a composite of these two current systems.
The CMIT model, on the other hand, only simulates the
external currents. The contribution of the internal currents
can be as much as 30% of the total Sq variation [e.g.,
Schlapp et al., 1990], but varies with location due to the
heterogeneous conductivity of the Earth’s interior and
oceans. This could explain some of the discrepancies
between the model simulations and observations, and
perhaps also why a better match is found for some stations
than others.
[24] Still, from our model-observation comparisons, we

can conclude that changes in the magnetic field have played
an important role in causing trends in Sq amplitude at some

stations, but are not important everywhere. Nevertheless, it
is important to consider this factor when analyzing long-term
trends in Sq variation.
[25] The qualitative agreement between experimental

trends in Sq amplitude and the trends in B suggests that the
change in B, through its influence on the ionospheric conduc-
tivity, is the main cause of the trends in Sq amplitude. A
larger role for changes in field intensity rather than changes
in orientation is consistent with the relatively good quantita-
tive agreement found by Cnossen et al. [2012] between
observed trends reported in the literature and trends derived
from model simulations that only considered a decrease in
dipole moment. However, the simulations by Cnossen et al.
[2012] demonstrated a global mean effect, as they considered
the overall decrease in dipole moment, while the current
results suggest that the local change in B is perhaps at least
as important, as stations with different local trends in B show
more or less correspondingly different trends in Sq ampli-
tude. We do note that none of the stations analyzed here
experienced large changes in magnetic field orientation or
in their position with respect to the magnetic equator. Any
effects of such type of changes in the magnetic field were
therefore likely to be small for these stations in any case. In
future work, it would be interesting to consider also stations
that have experienced a larger shift in their position with
respect to the magnetic equator if possible.
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