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• Executive Summary

• As the debate on probable and possible anthropogenic impacts on the natural
environment becomes more scientifi c and international, the need has increased

• for reliable information concerning the magnitude and trends of mass loads
carried by rivers through estuaries to the sea. River loads informat ion is

• required also to assist with the managemen t of inland wate rs, environmental
investigations and research into hydrochemical processes.

•
For meaningful comparison of load estimates it is necessary to know the

• errors associated with specific estimates. In practice, a range of d iff erent
load estimation procedures are adop ted in response to the variable amount

• and quality of available • flow and conce ntration data. Indeed, there is no
single combination of measurement strategy and estim ation algorithm which is

• suitable for the wide range of hydrological and hydrochemical response types
exhibited by United Kingd om rivers. Diff erent sampling frequencies and

• estimat ion algorithms lead to load estimates of varying accuracy and precision.
However, qualifi cat ion of load estimates in terms of numerical accuracy and

• precision is rare due to the diffi culties of establishing sta tistical u ncer ta inty
from sparse data ; because of the high marginal costs involved, vo lumes of

• concentration data seldom match those for river fl ows. Whenever a useful
mathematical relationship (model) between fl ow and concentration can be

• estab lished the in formation in databases of 'continuous' river flow data can be
exploited to est imate concentrations for periods between samples, thereby

• leading to improved river load estimates.

• This repor t commences with a review of current river load estimation
proced ures. Some methods based on regular sampling are simplistic and, for

• determinands which exhibit a high coeffi cient of var iation, can lead to heavily
biased and imprecise load est imates, especially when sampling is infrequent.

• Other me thods, whereby samples are taken at irregula r time intervals according
to the variation in flow, can lead to unbiased estimates and, in the special

• case of 'probability sampling', the precision of ind ividual estimates can be
calculated. Such strategies require automatic samplers linked electronically to

• reliable fl ow measurement sta tions and can, therefore, be relatively costly.
However, it is recommended that further demonstration facilities at a number

• of st rategic sites are set up to fully evaluate the benefi ts of irregular sampling
under differe nt hydrological regimes.

•
The report presents a prototype computational framework within which to

• assess river load estimation procedures (Simulation and Methods Investigation
of Load Estimates for Rivers: SMILE R). Combinations of ca lculation methods

• and sampling frequencies can be evaluated in terms of precision and accuracy
for particular periods of hydrological activity at specifi c sites and for particular

• determinands. The ratio nale behind SMILER is to emp loy all available
information on fl ow and concen tration for a site and determinand of intere st

• over a part icular period. A 'continuous' reco rd of observed st re amflow is ofte n
available . With the ass ista nce of SM ILER, a c̀ontinuous' re cord of synthetic

• concentration data can be generated to enable computation of a ' true ' load
for comparison with artifi cially replicated load estimates. By a process of

• tr ial-and-error using SMIL ER, the synthetic concent ration record can be made
to loo k similar to the behaviou r expected on the basis of available

•

•
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information. Typically, this simulated concentration record is not (nor need it
be) the result of a disciplined mo delling —exercise (although that would be
ideal) ; it is considered to be representa tive for erro r assessment purposes.

Currently, SMILER enables evaluation of three calculation methods based on
regular sampling (the two methods specifi ed by the Paris Commission and the
Beale Ratio estimator common ly used for calculating mass inpu ts to the Great
Lakes, North America). SMILE R is employed to demonstrate the complex
interactive eff ect s on errors in load estimates of sampling frequency, length of
estimation period, estimation algorithm , hydrology and concent rat ion response
type.

Employing information readily available in the Surface Water Archive (the
national river fl ow archive) and the Harmo nised Monitoring Scheme database,
an applica tion of SMILER is presente d to assess the likely errors in nitrate
loads carried by the river Stou r at Langham, East A nglia. There is
considerable scope for further develop ment and applicat ion of SMILER, with
emphasis on the joint exploitation of the information contents of the Surface
Water Archive and the Harmon ised Monitoring Scheme database for evaluation
of histo ric load estimates and their likely erro rs. It is recommended that
further work along these lines be commissioned as soon as possible to provide
continuity of eff or t  in  this work which can contr ibute to a national
understanding of the inpu ts to UK estuaries and seas.

Aspects of scientifi c hydrology identifi ed in this study as being of po tent ial
utility for river loads estimation are the related topics of hydrograph separation
and mathematical mo delling. Progre ss in these areas should be monitored
closely for application in load estimation methods where in a 'con tinuous'
record of concentration is modelled from a 'cont inuous' record of observed
fl ow. The report discusses the de fi ciencies of the simple linear regressio n
model for estimating concentration from fl ow and promotes the transfer
function model instead because it can accoun t for at least some of any
hysteresis observed between fl ow and concentration. A new method of
hydrograph separat ion, based on the transfer function rep resentation of the
eff ective rainfall - streamfl ow process at the catchment scale, is introduced.

The report also reviews the nature of past river load surveys of United
Kingdom rivers and discusses database matters for periodic surveys. Estimation
of mass loads carried by rivers provides an excellent focal poin t for exploring
the possibilities for jo int exploitation of water quantity and quality databases
managed by d iff eren t organisations. I t is recommended that this objective be
set explicitly in future collation of information from separate databases (o r
eff ective mergers thereo f) . Trial examples of river load estimation may be
init iated in the next issue of "Hydrological Data UK" published by the Na tural
Environment Research Council.

It needs to be recognised mo re widely that the re are special diffi culties
involved in designing cost-effect ive sampling strategies and in making the best
use of data and informat ion for river load estimation purposes. Ellis (1989)
suggests that the topic merits the at tent ion of a specialist review gro up. The
fi ndings presented in this repor t clearly endorse that need.

Addition al reco mmendations and suggest ions for further work are developed
more fully in Chapter 7.



Figures

Figure 2 1 Defi nition sketch f or random and systematic error.

Figure 2 2

Figure 2 3 Distributions of rep tirared suspended sedim ent load
estimates f or the Ere at n oryerton, 1978-80 - Methods I
to 5-

Figure 2 4

Figure 2 5

Figure 2 7

Figure 2 10

Defi nition sketch f or f our classes of estimate quality in
terms of accuracy and p recision.

Distribution of rep licated susp ended
estimates f or the Ere at Thorverton, 1979

Distribution of replica rrd susp ended
estimates f or the Ere at Thoryerton, 1979

Hydn9graph sep aration by mathematical modelling.

Figure 4.1 IHA CRES rainf all - streamfl ow model-ft

Figure 4 2 M A CR ES hydrograp h sep aration.

sediment load
- Method 5.

sediment load
- Method 2

Figure 2 6 Demonstration streamf low and concentration time series.

Demonstration streamf low and concentration scatter p lot
Exhibiting hysteresis.

Figure 2 8 Selection at L ist Time (SAL T) designation of samp ling
times.

Figure 2 9 Basefl ow sep aration by the Institute of ' Hydrology (1980)
method.

Figure 2 11 Hydrograp h separation into quick and slow fl ow
components by the IHA CR ES method.

Figure 4.3a,b,c SMIL E& Concentration data generated f rom
strearnf low data.



•

•

•

• Figure 4.4 Methods 2 and 5 bias and precision versus samp ling
interval concentration decreasing with streamf low - 2 5

• yews.

• Figure 4.5a Methods 2 and 5 bias and p recision versus samp ling
interval - concentration increasing with streamf low - 2 5

• years.

0
• Figure 4.5b Method 5 and the Beak Ratio estimator bias and

• precision versus samp ling interval - concentration
increasing with streamf low - 2 5 yews.

•

• Figure 4.6 Methods 2 and 5 bias and precision versus samp ling
interval - concentration increasing with strearnf low - 13

• months.

•
Figure 4.7 Hannonised Monitoring Scheme sp ot-samp le nitrate

• concentration and corresp onding daily mean fl ow f or the
Stour at Langham, January 1974 - June 1987.

•

• Figure 4.8 Scatter plot of Ham wnised Monitoring Scheme sp ot
samp le nitrate concentration and dai47 mean fl ow f or the

• Stow at L angham, January 1974 - June 1987.

Figure 4.9 Scatter p lot of 'nitrate ' concentration generated by SMIL ER
• f rom 1974 - 1988 daily mean fl ow data f or the Stow at

Langham taken f rom the Surf ace Water A rchive.
•

• Figure 4.10 Tune series p lot of Surf ace Water A rchive dai4, mean
fl ow f or the Stow at L angham 1974 - 1988 and

• corresp onding 'nitrate ' concentration generated by
SMIL ER

•

• Figure 4.11 Method 5 bias and precision versus sampling interval
f or a 14.6 year 'nitrate ' load f or the Stow at Langham.

•

• Figure 4.12 Methods 2 and 5 bias and precision versus samp ling
interval f or a 14.6 year 'nitrate ' load f or the Stow at

• Langham.

•
Figure 4.13 Method 5 bias and p recision versus samp ling interval

• f or a 6 4 year 'nitrate ' load f or the Stour at Langham.



0

•
•
•
•
• Figure 4.15 Method 5 bias and p recision versus sampling interval

for a 1.2 year 'nitrate' load for the Stour at Langham.
•

• Figure 4.16 Methods 2 and 5 bias and p recision versus samp ling
inta val for a 1 2 year 'nitrate ' load for the Stow at

• Langham.

0
Figure 4.17 Method 5 bias and precision versus sampling interval

• for a one year, low nitrate load p eriod for the Stour at
Langham.

•

• Figw e 4.18 Method 5 bias and p recision versus samp ling interval for
a one year, high nitrate load p eriod for the Stour at

• Langham.

•
Figure 5.1 Stow at L angham daily mean fl ows and hydrological

• sum mary f rom 'Hydrological Data UK : 1989'1.

•
Figure 5.2 Statistical summari es of river quality data f rom

• 'Hydrv logical Data UK : 1989".

•

0

0

•
•
•
•
•
•
•
•
•
•
•
•
•

Figure 4.14 Method 5 bias and p recision versus scimpling interval
for a 2 8 year - 'nitrate' load for the Stour at Langham.



Tables

Table 2 1 Bias in rating curve suspended sediment load estim ates
based on regular weekly sampling.

Table 2 2 Bias in rating curve susp ended sediment load estimates
based on regular weekly plus f lood p eriod sampling.

Table 4.1 Comparison of annual loads calculated by Methods 2 and
5 and by SM ILER

Table 4.2 SMIL ER 'nitrate ' load statistics f or a 14.6 year p eriod f or
the Stow at Langham .

Table 4.3 SMIL ER 'nitrate ' load statistics f or a 6.4 year p eriod f or
the Stow at L angham.

Table 4.4 SMIL ER 'nitrate ' load statistics for a 2 8 year period f or
the Stow at L angham.

Table 4.5 SMIL ER ' Wrote ' load statistics f or a L 2 y ear p eriod f or
the Stow at L angham.

Table 4.6 SMIL ER 'nitrate ' load statistics f or a low-load year.

Table 4.7 SMILER 'nitrate ' load statistics f or a high-load year.



•

•

•

• 1. Introduction

The need to use ou r water resources eff iciently, and the growing awareness
that some human activit ies may have undesirable eff ects on the environment,

• has led to increased mo nitoring of the physical and chemical quality of lakes
and reservoirs, rivers, estuaries, coastal waters, continental-shelf seas and oceans.

• Associated with our need to know the sta te of the aquatic environment, and
how it changes with time as a result of natural and anth ropogenic in fl uences,
there is a requirement for good information abou t the spatial an d temporal
var iat ion of constituen t loads transported by *rivers. River load data are

• emp loyed increasingly by a wide range of individuals and organisations with
interests in environmental pro tection, from researchers investigating particular

• hydrochem ical processes thr ough to government departments formulating
nat ional and international directives and agreements to reduce co ntaminant

• inputs to the seas.

• Recognising the nee d for better information on river loads, an d ackn owledging
that some published river loads data may be inaccurate o r problematical to

• comp are (because of the various combinations of monitoring and calculation
methods employed), the Department of the Environment commissioned a study

• at the Inst itute of Hydrology:

• To develop standard methods for estimat ing contaminant loads in
rivers and to recommend methods to improve the accuracy of load

• estimates bearing in mind the associated costs.

• The brief for the stu dy was formulated and accepted in its highly generalised
form to allow a non-site- and non-const ituent-specific assessmen t of the

• problems involved in measuring river loads. This approach enables full use to
be made of previous invest igations into errors in river loads; usu ally these

• have been concerned with part icular locat ions and constituen ts (dete rminands) .
By adopting a more general approach here, current load estimation practices

• can be assessed and recommend ations made related to cost-e ff ective monitor ing
of river loads for types of determinand and site, rather than specifi c cases.

• Other important factors which are considered here include recent developments
in computer systems and methods of data analysis, and also recent changes in

• the administrative arrangements in the United Kingdom for river quality
cont ro l.

•
Accurate measurement of the load of substances transported by rivers

• (essentially the product of fl ow and concen tration) pre sents demanding
techn ical and operational diffi culties. Routine load surveillance can be costly

• because both st reamflow and concen trat ion have to be recorded or sampled
concurrently at a suitably higli frequency, and oft en samples have to be

• analysed in the laboratory. Ion-specific elect rodes and electron ic data recording
syste ms are beco ming mo re widely deployed and can, in conjunction with

1110 c̀ont inuous' fl ow measurement , provide good river load data, but only for
those de terminands amenable to 'continuous' detection by electrodes and
provided tha t the fl ow and concentration monitoring sites are co -located.

Whereas the marginal costs of an estimate of instant ane ous fl ow at a
calibrated gauging sta tion are fairly mo dest (though the cost of co nstruct ing

•

•

•
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• and calibrating the station may be substantial), the marginal cost of
corresponding estimates of concentrations Can be high. Depending on 'the

• determinand in question, river water samples may have to be taken manual ly,
then transported to a laboratory and submitted to a labour-intensive process of

• analysis. Automated _ laboratory procedures reduce the marginal costs of
chemical analyses but the associated init ial development and operational costs

O may be considerable. A lthough some groups of chemicals (e.g. certain
metals) can be measured during the same laboratory procedure, the technical

• diffi cult ies involved, and the typical ly large number of chemical species required
to be monitored, mean that 'continuous' time series of concentrations are not

• oft en available to match the more commonly available 'cont inuous' time series
of fl ow data.

0
In practice, truly continuous and exact measurement of fl ow and concentration

• is never possible and some level of error in derived river loads is inevitable.
Even if streamtl ow and the concentration of a determinand for a large r iver

• (one which does not exhibit rapid changes in fl ow or concentration) are
measured (or sampled) on successive days, and load is computed as the sum

• of the products of fl ow and concentration, the load calculated for any
speci fi ed period wi ll be an estimate. The quality of the estimate will depend
on the errors in the fl ow and concentration measurements and on the length
of the sampling interval relative to the variation of fl ow and concentration

• within the period in question.

• Direct volumetric measurement is the most accurate method of measuring fl ow
but, unfortunately, this is possible only for low fl ows on small streams. A ll

• operational methods of streamfl ow measurement (e.g. by hydraulic structure,
calibrated natural section, electromagnetic or ult rasonic devices, dilution

• gauging) introduce error into the fl ow measurement process. However, with
careful design (including selection of site and method) and operation, such
indirect methods can usually provide flow data with small errors (Herschy,
1978).

•
There may be be uncertainty in concentration due to chemical changes in the

O sample during transport to the laboratory or due to errors associated with
analysis in the laboratory. The established way of minimising these types of

• error is a combination of (a) good sampling practices, (b) continual review of
the effi cacy of methods of analysis and (c) analytical data quali ty control

• (A QC) systems agreed between the various measuring authorities. Only by
some overall data quali ty assurance programme which includes (a), (b) and (c)

• can consistency be achieved in a record for a given site and between records
at more than one site. An addit ional source of error, particularly just

• downstream of a natural confluence or . an artifi cial discharge, is lack of
representativeness of a sample. I t is important to establish at each site that

0 •the concentrations in a sample are representative of average concentrations for
the cross-section at which river fl ow is measured.

Due to the prohibitively high cost of measuring the concentration of certain
• determinands 'continuously', long unbroken time series of concentration data

are rare. For some interesting determinands the technology to detect the
• low concentrations typically found in river water has become available only

relatively recently. One method of computing load in such circumstances is to
• employ a mathematical relationship between fl ow and concentration to estimate

'continuous' concentration; the dynamic hydrological behaviour of the catchment

•

•
2
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• above the monitoring site can lie the dominant factor controll ing variations in
river chemistry, particularly in rural areas, though the effects of point
discharges from farms and sewage treatment works may be superimposed on
this behaviour. Load is then calculated (for example) as the sum of hourly
streamflow and hourly concentration which, in turn, has been estimated from
the relationship between fl ow and concentration. In such cases an addit ional

• error in load is introduced due to the uncertainty in the mathematical
relationship, i.e. in the model relating concentration and fl ow.

•
Relationships between fl ow and concentration are rarely straightforward, even

• when it is clear from visual inspection of t ime series or a scatter plot that
there is, indeed, a dependency of concentration on fl ow. A t a given site some

• determinands may exhibit a general decrease in concentration as flow increases
(a dilution eff ect) whilst other determinands exhibit the opposite behaviour (a

• purging eff ect). Superimposed on this broadly identifiable flow-concentration
behaviour there may be hysteresis such that, for a given value of fl ow,

e concentration is systematically higher (or lower) when fl ow is decreasing, than
when fl ow is increasing. Additionally, there may be evidence during high

• fl ows, or over successive periods of high fl ow, of exhaustion of the supply of
material (a common behavioural trait of suspended sediment and, therefore,

• any material adsorbed on suspended sediment).

• Factors other than natural river fl ow can infl uence the variation in stream
concentration of particular determinands. Spil lages and discharges from both

• agricultural and industrial plant (point source pollut ion) can obviously aff ect
concentration levels in streams and rivers episodical ly. In predominantly rural

• catchments the timing and amounts of agricultural applications of natural and
manufactured chemicals areally (in addit ion to point-source discharges, as

O mentioned above) can affect the level and var iation in the concentration of
certain chemicals in streams and rivers. A lso, a particular determinand may

• not behave similarly with respect to fl ow in all catchments. For example, in a
mainly rural catchment subject to areal (non-point source) applications of

• fert il izer, nit rate in the river may exhibit a purging eff ect so that concentration
increases with fl ow. In contrast, in an urban catchment where a high

• proportion of low fl ow comprises sewage effl uent, the nitrate content may be
diluted at high fl ows so that nit rate concentration decreases as flow increases.

• In some catchments, where there are important contributions from both rural
and urban areas at diff erent times of the year, nit rate concentration may

O increase with fl ow in winter but decrease with fl ow in summer. Indeed,
heterogeneity of land-use, result ing in a 'mixed mechanism' catchment-scale

• response, is common in the UK.

• Recent work in Wales (Lit tlewood, unpublished; Edwards  et aL,  1990) and
Scotland (Langan, 1987) has shown that the dynamic behaviour of stream

• chemistry in remote upland catchments can be sensitive to episodes of
enhanced atmospheric deposition of natural sea-salts and anthropogenic

• products from the burning of fossil fuels. The effects of atmospheric deposit ion
in such catchments can be modified by catchment characteristics (including

• land-use).

• The physical and chemical processes (both natural and anthropogenic) which
control how the concentration of a part icular determinand varies with fl ow are

• many, and they interact in an exceedingly complex manner. A t the catchment
scale, the individual identi ties of distinct small-scale processes may become

•
. .

•
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• blurred to the extent that they cannot be clearly discerned solely from
observations of streamflow and stream concentration. The detailed nature of

• the links and interactions between natural hydrochemical processes,
anthropogenic processes and the dynamics of stream chemistry are not yet ful ly

• understood, and advances will be made only by continuation and extension of
carefully planned and co-ordinated fi eld process studies and mathematical

• modell ing investigations. Such studies and investigations themselves require
concurrent t ime series of fl ow and concentration from which good load

• estimates can be made.

• A pre-requisite to the development of standard methods for estimat ing river
loads is a critical review of existing algorithms and procedures. A

• comprehensive investigation into errors in load estimates needs to consider all
relevant aspects of (a) hydrometry, (b) sampling st rategy, (c) chemical or

• sedimentological analysis in the laboratory (d) computer systems and database
management and (e) estimation methods (including the scope for mathematical

• modelling). The Analytical Qual ity  Control  (A QC) aspects of water quality
monitoring are being dealt with separately by water industry chemists and

• therefore are not considered in detail here. The main areas explored in this
report are sampling strategies, databasei and estimation algorithms, and their

• eff ects on errors in load estimates for given types of hydrological and
hydrochemical dynamic behaviour.

•



accompanied by many published papers and reports which propose , c ompare
and assess various river load estimation methods. To draw out the main points
of interest, and to discuss recent developments, a review of several key papers
is given in the following Section. First, however, a brief int roduction is given
to some of the terms and concepts involved in error analysis, followed by
defi nition of two broad categor ies of mass load estimation methods.

,Accuracy and precision

The effi cacy of any estimation method is usually assessed in terms of the
accuracy (systematic error) and precision (random error) associated with the
estimate. Consider the general r åse of taking 100 measurements of a fi xed
quan tity; because of measurement errors the readings cover a range of values
bu t there is one value (or one interval containing a small range of values)
which occurs most frequently. The next measurement (the 101st) could lie
anywhere in the range defi ned by the fi rst 100 values (or, exceptionally, it may
lie ou tside th is range) bu t it is most likely to have the value which occurs
most frequently in the set of 100 values. The spread of the 100 values abou t
the value which occurs most oft en indicates the precision , or random error,
associated with taking that value as a best estimate. If the spread of the 100
values is small we may reason that, if the measurement method remains the
same, an estimate base d on a single further measurement (e.g. the 101st) is a
precise one.

However, if the value which occurs most oft en in the fi rst 100 is d iff erent to
the true (bu t always unknown) value it would be by an amount known as the
systematic error . Accuracy is inversely related to the magnitude of the
syste matic error ; if the systematic error based on the 100 values is small then
an estimate taken as the most likely from the 100 is said to be accurate .
However, because the true value is never known exactly, accuracy can be
diffi cult to quantify.

Ideally, we should like all 100 measurements to re turn the true value and
then there would be no imprecision or inaccuracy associate d with our estimate
based on the 100 measurements. Indeed, in this situ ation we should need to
take only one measurement. However , in all real measurement situations (as
d istinct from simple counting operations) there will always be some spread, or
distr ibut ion, of readings abou t a most likely value, and therefore any future
measurement (assuming the same physical situation) will be imprecise to some
degree. Similarly, any estimate based on the most likely value take n from a
set of replicated measurements will have associated with it some systematic
error and therefore that measurement o r estimation procedure will be
inaccu rate to some degree.

The terms accuracy and precision are summarised in Figure 2.1. The to tal
error of an individual measurement comprises components of ran dom and
systematic error. Figure 2.2 shows four combinations of accuracy and precision :
(a) accurate an d precise (the desired quality of an estima te ), (b) p recise but
inaccu ra te , (c) accurate but imprecise and (d) imprecise and inaccu rate. In
general terms, high acc uracy can only be achieved by adopting good
measurement practices; no amount of measurement replication can reduce
systematic error. In con trast, measurement replicat ion is benefi cial where a

6



• 2. Review of r iver load estimation methods

21 INITRODUC TION

The literature on river load estimation methods world-wide is substantial and
growing rapidly. This chapter provides a brief review of the methods most
commonly employed and is based pr incipally on a select ion of key papers and
reports. Any emphasis here towar ds suspended sedimen t loads refl ects the
nature of much of the published work on load estimation methods.
Although, for reasons discussed later, suspended sediment is perhaps the worst
determinand in the context of load estimation, the metho ds which have been
employed are generally transferable to other determinands. Excep t where
pert inent, therefore, references to particular determinands have been omit ted.
The chapter commences with a brief introduction to the problems involved in
calculat ing loads and to the associated sta tistical terminology.

If bo th flow and concentration data are available at a suffi ciently high
frequency (re lative to the variation in fl ow and concentration during the period
of estimat ion), then good load estimates can be calculated. When such data
are spaced regularly in time the load may be calculated with little error as
the sum of the products of fl ow and concentration, multiplied by the data
time interval and a constan t to account for the units used, as indicated in
(2.1).

Load = K . At . r (C1. 0 ;) (2.1)

where K is a constan t
At is the data time inte rval
Ci is the concentrat ion o f sample
Qi is the fl ow at sample time

If the high-frequency data are spaced irregularly in time (allowing, for example,
even better definition of fl ow and concentration during period s of high fl ows
when variability may be greatest) , load may be calculated with little error as
the sum of the products of ind ividu al time intervals, concentration and fl ow,
as indicated in (2.2).

Load = K .E(a ti. C1•la d

where Ati is the short time interval over which Ci and Q i are
considered to apply

Loads calculated using high-frequency- fl ow and concentration data and (2.1) or
(2.2) can be expected to be very close to the true load (assuming the fl ow
and concentration measure ments are of high quality). In practice; however,
because of the relatively high costs associated with determining concent rations
(p art icula rly for so me chemical species), high-fre quency fl ow and conce ntrat ion
data ar e rarely available fo r the same location . Additionally, the re will be
some erro r in both fl ow and concen tra tion measu reme nts.

The incre ase in environme ntal m onito ring in re cent years has bee n

5
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• fixed quantity is required to be known precisely. Assuming a Normal
distr ibu tion of the observations, a stan dard measure of the random error

• associated wit h the mean, known as the standard error of the mean ; , is
given by (2.3) .

•
Se = s /n05 (1 3)

•

•

• 8

•

•
where s (the standar d deviation of the observat ions x.) is given by

•

• [ (x i - )7 )2 / (n - 1)1
1=i

•
and n is the sample size

•
As sample size (n) increases the standard deviation remains much the same so

• Se decreases; precision in an estimate of a fi xed quantity can be improved by
increasing the sample size. In the context of river load estimation, where fl ow

• an d co ncentr ation are changing continuously, measurement replication is not
possible. However , the pr inciples regarding accuracy and precision ou tlined

• above can still be applied to river load estimates, as will become apparent
later in the report.

•

• Interpolat ion and extrapolation methods of load estimation

• *
Wheneve r concentration data are sparse there are two broad categories of load

• estimation method. Methods from the fi rst category, the interpolation category,
are employed when both fl ow and concentrat ion data are sparse (but available

• usually at the same times). Depending on whether the data are spaced
regularly or irregularly in time, equation (2.1) or (1 2) is used (or variants

• thereof, as discussed later) No information is available with which to estimate
how fl ow and concen tration vary between samples (or if such information is

• available it is not used).

• Methods from the second category, the extr apolation category, are employed
when 'continuous' flow data are available for a period when concentration data

• are sparse. A relationship between flow and concent rat ion is employed to
estimate 'con tinuous' concentration data betwee n samples and load is

• subsequently calculated using (2.1) or (2 2). Hence these methods are referred
to as extrapolation methods. A pre-requisite of extrapolat ion methods is,
therefore, a relation ship between fl ow and concen tration. Clearly, the better the
relationship the better the fi nal load estimate .

•
The Surface Water Archive contains some 26,000 station-years of daily

• streamflow data for United Kingdom rivers (more than 1000 sta tions are
operat ion al currently), whilst the Harmon ised Monitoring Scheme database

• contains concen trat ion data (ra rely more frequen t than weekly) for about 250
sites (most of which are co-located with, o r in proximity to a Surface \Vater

• Archive site). It is evident, therfore, that in principle, an d subject to there
being useful relationships between fl ow and concentrat ion , the scope for

• extrapolation methods of load estimation using existing United Kingdom
records is considerable.

•



Unfortu nately, periods of high-definit ion records (shor t-interval data) for bo th
flow and concen tration, from which to derive good rela tio nships describing

• co-variability, are no t common for the sites in the Surface Water Archive an d
the Harmonised Monitor ing Scheme database. Oft en in the literature,

• recourse is made to crude models (e.g. linear regression equations), based on
infrequent concen tration data, and these exhibit a large sca tter. Extrapo lation

• methods do not necessar ily lead to good load estimates. There is a pressing
need to establish a monitoring and modelling programme to improve fi ow -

• concentration models for load estimat ion by the extrapolation method.

• The next two sections review recent independent assessments of interpolation
and extrapola tion river load estimation methods.

•

•
22 INTERPOLA TION METHODS

•

• Several papers on the topic of errors in river load estimates have been
published by Professor D. E. Walling and Dr B. W. Webb of Exeter

• University; their work has stimulated considerable interest bo th in the United
Kingdom and internationally. The following algor ithms, taken from Walling

• and Webb (1985), give several of the most commonly used interpola tion
methods of load estimation. There are alternative ways of expressing the

• algor ithms but the forms given by Walling and Web b are used for
convenience.

•

•

n
• K I [CIQI]

int  —
• Me thod 5 Load - n • Qr

• E Q.
• 1=1

• where K = a conversion factor to account for (a) the period
of load estimation and (b) units

•

•

•
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Ci = sample concentration

Oi = fl ow at sample time

• Qr

-

= mean fl ow for period of load estimate
(derived from a 'continuous' flow record)

•
Q

-

= mean  flow over the period between samples
• (de rived from a 'continuous' fl ow record)

• n = number of samples

• Walling and Webb (1985) point ou t that, by defi nit ion, load is essen tially the
product of mean fl ow and fl ow-weighted mean concentration and thereby

• Me thod s 1 to 5 can be assessed initially according to how well their
components might be expected, from simple inspection of the formu lae, to

approximate to mean fl ow and fl ow-weighted mean concentration. Clearly, Qr

• in Method 5 should be a good estimate of the mea n fl ow for the period of
estimation though there will be some error in Q even if it is derived from

• a 'con tinuous' fl ow record. Tbe effi cacy of Metholl 5 depends largely, therefore,
on the error in the fl ow-weighte d mean concen trat ion calculate d (estimated) as

• the quot ient of summed terms over a limited number (i) of samples.

• Flow-weighted mean concentration in Methods 1 and 4 is approximated as the
arithm etic mean of sample concentrations. For determinands like suspended

• sediment , which tend to increase in concen tration as flow increases, regular bu t
infreque nt sampling will be biased towards periods of relat ively low

• determinand flux, so the arithmetic mean of a limited number (i) of
concentrations will tend to under-estim ate the fl ow-weighted mean

• concentration. However , depending on the variation in fl ow, the mean of  a
limited number of sample concentrations might over-estimate the fl ow-weighted

• mean concentration of a determinand which tends to decrease with fl ow. The
degree of under- or over-estimation of fl ow-weighted mean concentration will

• depend partly on the sampling interval with respect to the variab ility of
concentration and fl ow du ring the period of estimat ion. Therefore, assuming

• the error in Qr

-

is small, Method 4 will tend to und er - or over-est im ate load

• according to whe ther the fl ow-weighted mean concentratio n is under- or
over-estimated .

•
On inspection of the relevan t formula it can be appreciated that th ere is an

• add itional source of error in Method 1 due to the approximation of mean
fl ow as the mean of a limited number (i) of fl ows. A common feature of

• mo st streamflow regimes is that high fl ows occur for a lesser proportion of
the time than low flows. Approximations based on a limited number (i) of

• fl ows might  be  expected, therefore, to under-est imate mea n fl ow. However,
especially over shor t periods of estimation, the mean of a limited number of

• fl ows cou ld over -estimate the mean fl ow if, by chance, most of the individual
fl ows at sample times are high.

Method 2 assumes that the sample concentrat ions, Ci, and the fl ows, Op are
• representative of the concentrations and fl ows respectively during the time

be tween samples. Method 2 is simply a discretization of t he exact
•

•

• 10
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• mathematical defi nition of load given by (2.4) and might be expected,
therefore, t o perform well when the data time interval is small with respect to

• the ra tes of change in flow and concentrat ion. When the sampling frequency is
low, however, Method 2 may underestimate load (particular ly if con centration
tends to increase with fl ow).

t2
Load = c(t) . q(t) . dt (2.4)

•

• where c(t) and q( t) are continuous fu nctions describing the
variation with time, t, of mean concentra tion and

• discharge respectively at the stream cro ss-section.

Method 3 makes the same assumption about the sample concentrat ion s, Ci, as
Method 2 bu t it employs mean fl ows derived from a 'continuous' fl ow record

• for th e periods between samples. Because Meth od 3 uses more information
than Method 2 it might be expected to give better load est imates.

•

• A quantitative assessment of interpolation methods

•
To assess Methods 1 to 5 mo re rigorously, Walling and Webb (1985) use a

• two-year duration time series of hourly suspended sediment concentration , and
corresponding hourly streamflow, for the Exe at Thorverton (a Harmonized

• Monitoring Scheme site), from which 'true' load is calculated using (2.1). The
performances of estimation Methods 1 to 5 are then assessed against the 'true '

• load. The suspended sediment data were collected as part of a wider study by
the authors and the hourly streamflow data were derived from records

• supplied by the South West Water Authority (now the South West Region of
the National R ivers Authoi ity).

•
For each of three regular sampling intervals (7, 14 and 28 days) fi fty replicate

• data set s are derived from the two-year hourly record, starting each time from
a diff erent hour near the start of the two-year record. Each calculatio n

• Me thod is then applied to each data set to estimate load over the two year
period. For a given Method and sampling interval the diff erence between the

• mean of the 50 replicate load estimates and the 'true' load (calculated from
the complete record of hourly data) is taken as a measure of accuracy. The

• dispersion of the 50 replicate estimates in each case is taken to be indicative
of precision. Figure 2.3 (reproduced by kind permission of Professor Walling

• and Dr Webb) shows the results of this exercise.

• The relatively small dispersions of the replicated estimates in Fig. 23 for
Methods 1 and 4 indicat e that these are the most precise of the five Me thods

• t ested at each sampling interval. Figure 23 shows, however, th at, as might be
expected, precision (dispersion) worsens as sampling interv al increases for both

• Metho d 1 and Method 4. Additionally, for bo th Methods 1 and 4, the
diff erence between the mean of the rep licate estimates and the 'true' load (i.e.
the bias) increases as sampling interital increases. Th is increase in bias indicates
the extent to which Methods 1 and 4 tend increasingly to under-estimate load
with increasing sampling interv al, i.e. the arithmetic mean of sample
concentrations beco mes a poorer estimate of fl ow-weighted concentration as the

•

• 1 1



nu mber of samples decreases.

Sampling Frequenc y
14 Day 28 p ay

Actual Load Actual Load

Method 1

• i.

12

0 50 1 0 1 0 0 5 0 1 0 1 0
Suspended sediment load 1978- 80 (tonnes x 1.03)

Figure 2.3 Distfi butions of rep licated susp ended sediment load
estimates f or the Ere at Thorverton, 1978-80 - Methods I
to 5. (From Walling and Webb, 1985.)

Since Method 1 uses an estimate of mean fl ow based on a limited nu mber of
samples, and error is inversely proportional to the number of samples, it is
surprising, pe rhaps, th at the accuracy associated with it at a particular sampling
interval does not appear to be signifi cantly worse than the accuracy associa ted
with a correspond ing Method 4 estimate (which uses the 'continuous ' flow
record to estimate mean fl ow for the period of load estimat ion). The bias



•

• int roduced by Methods 1 and 4 for the example of a two-year load of
suspended sediment, presented by Walling and Webb (1985), is considerable,

• ranging from abou t -75% at a sampling in terval of 28 days to -62% for
sampling intervals of 7 and 14 days.

•
I t can be seen in Fig. 23 that the biases associated with estimation Methods

• 2 and 5 are about the same and that they are relatively small. However, the
dispersions of replicate estimates for Methods 2 and 5 are larger th an for

• Methods 1 and 4. It appears, therefore, tha t none of the M ethods 1, 2, 4 or
5 gives an estimate which is bo th relat ively accurate and relat ively precise;

• Methods 1 and 4 give relatively precise but inaccurate estimates whilst
Methods 2 and 5 give relatively accurate bu t imprecise estimates.

•
Inspection of the histograms for  Method  3 in Fig. 2.3 shows that this Method

• has the best combination of relative accuracy and precision of any of the fi ve
Methods assessed. It shou ld be noted, however, that large errors (whether due

• to inaccuracy, imprecision, or both) are quite likely for any of the Methods
invest igated with weekly (or longer) sampling intervals to est imate suspended

• sediment load over a par ticular two-year period on the Exe at Thorverton. A
single load estimate based on weekly samples could underestimate suspended

• sediment load by 65% (Method 4) or overestimate it by ' abou t 200% (Method
2); a single two-year estimate based on 28-day interval samples could be 5%,

• or more than 250%, of the tr ue value.

• The empirical assessments and compar isons made by Walling and Webb (1985)
for Methods 1, 2 and 4 have been corroborated recently by a theoretical

• assessment of the sta tistical properties of the estimators for long periods of
estimation (e.g. for annual loads). Given certa in assump tions, including

• sta tistical independence between fl ow and concentration, Clarke (1990) presen ts
an argument based on theory that Method 2 is an unbiased est imator and

• that Methods 1 and 4 are biased estimators (refer again to Fig. 2.3 for a
summary of the empirical resu lts of Walling and Webb) . Clarke (1990) gives

O an equation which, in some circumstances, may be used for correcting the bias
in published Method 2 load estimates. He argues also that the variance of

• estimates by Method 2 is of the order of 1/n whilst the var iances of estimates
by Me tho ds 1 and 4 are smaller, of the order of 1/n2 (in broad agreement

• with the empir ical and qualita tive results shown in Fig. 23 ). Equat ions in
terms of the means, standard deviations and correlat ion coeffi cient of the

• logarithms of concentration and fl ow are given by Clarke (1990) for the
variances of load est imates. From such equat ions it should be possible to say

• what sample size (approximately) would be required to achieve a given level o f
precision. Clarke (1990) points ou t that further theoret ical work is being

• undertaken , to (a) assess the performance of diff erent estimators unde r
cond itions of known serial corre lation structure in the data and (b) to assess

• extrapolation methods of load estimation (see the next section in this report).

• Method 5 is the preferred algorithm of two methods recommended by the
Paris Commission for assessing river inputs of Red List and other substance s

• to the North Sea. Method 2 is the second choice of the Paris Co mmission,
for situations whe n there is insuffi cient streamfloW information for Me thod 5

O to be employed. A t the request of the author o f the curren t repor t, Professor
Walling and Dr Webb estimated suspended sediment load for 1979 for the

• Exe at Thorverton using Methods 2 and 5, using a limited amount of data.
Methods 2 and 5 were applied on the basis of 16 samples (typical in a year

•

•
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• 5

• a)
a 4

• a)
It

• 3

•

for the . Thorverton Harmo nised Monito ring Scheme site — and at many

•
others), for compar ison with the 'true' load for 1979 calculated from the

hourly data (21984 tonnes). The results are shown as histograms in Figs. 2.4

•
and 2.5. Th e dispersion of the replicate load est imates is very large with

respect to the 'true ' value, and a modal frequency range fro m which to assess

•
bias is not clea rly disce rnible. It is clear , nonetheless, that both Par is

Commission methods (Methods 2 and 5) tend severely to systematically

•
under-estimate annual suspended sed iment load, probably by mo re than 50%.

•

•

• Suspend ed solids Load
8 Method 5

•

• 7

•  6 Actua l load

•

•
2

• 1

•

• 0
Pz S'z' Ne" \ va N'62-(31:2"  59- 5 °' gP 5  D eS)

Tonnes x 10 00 •

•

• Figure  2 4  Distrib ution of rep licated susp ended sediment load

•
estim ates f or the F re at Th orverton, 1979 - Method 5.

•
A lthough the analyses pe rformed by Walling and Webb d iscussed above are

•
for suspended sedimen t loads they are, in te rms of their bas ic design, relevant

to assessment of the errors in river loads for a wide range of de te rminands.

•
Erro rs in suspended sediment loads may, however, give a pessimist ic view of

•

• 1 4
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• estim ates f or the a t  at Th orverton, 1979 - hAsthod 2.

•
the expected quality of estimates for other determinands. Determinands which

• exhibit a more subdued concentration variation with fl ow (including negative
responses) should be estimated with better accuracy and precision by Methods

• 1 to 5, par ticularly at sites where there is also a subdued hydrological
response. I t is worth noting, however, that a signifi cant proportion of the
transport of many determinands (e.g. heavy metals, organochlor ine residues) can
occur during high fl ows as an adsorbed phase in association with the transpor t

• of particulate matter. Suspended sediment is, therefo re, an important
de te rminand.

•
Subject to the vagaries of concentration variation in time ind uced by episodic
d ischarges to rivers from industry and cen tres of high population de ns ity, many
de termin ands in solution (dissolved substances), and many rivers (especially at

• the ir tidal limits), will have relatively subdued responses in their variations of
concentr ation and fl ow. H owever, the pre-requisite 'continu ous' data (over

•



•

•

•

• suffi ciently long periods) with which to calculate 'true' loads for comparison
purposes in such cases are not generally available. The suspended sediment

• da tase ts co mpiled by Walling and Webb for - the a e at Thorverton, and for a
few other sites (discussed in the following section), are exceptional in this

• respect. It is diffi cult, though, to establish what the errors in load estimates
might be for other determinands at other sites which exhibit diff erent

• hydrological dynamic behaviours. Later in this report, the problem of a
general lack of 'con tinuous' data from which to calculate the 'true ' loads of

• various de termin ands is circumvented by adopting a technique using sy nthetic
data In this approach, combinations of typical hydrochemical and hydrological

• dynamic behaviour are prescribed and thus long time series of synthe tic fl ow
and concent ration data can be generated from which 'tr ue ' load can be

• calculated.

•

• 23 E XTRAPOLA TION MET H ODS

•
Extrapolation methods of load estimation employ a mathematical relationship

• between concentration , which operationally is normally measured in frequently,
and some 'independent ' variable (or variables) , which operational ly is (are)

• measured at high frequency. The most comm only employed single in dependent
var iable for these purposes is fl ow (0 ) which is typically used in a simple

• power law rat ing curve of the form given by (2.5). At the expense of
add ition al complexity, there is no reason why other available variables and

• other mathematical structures cannot be employed. H owever, the simplicity of
(2.5) has encou raged its widespread use, sometimes with important procedu ral

• conditions which will be discussed.

• C = K (0 + A)B  (2.5)

• where C is concen tration
K and A are constants

• B is an exponent

• Equations of the form given by (2.5) are usually derived by taking the
logarithms of both concentration and fl ow (adjusted by amount 'A ' if

• necessary) an d employing simple linear regression analysis. (A similar procedu re
can be followed using several variables and mult iple linear regression analysis.)

• In the context of suspende d sedimen t, Walling (1977) highlights a number of
the inherent weaknesses of the simple rating curve (2.5). The linear regression

• mo del with only one independent variable (fl ow) cannot take into account
dynamic erosion processes in the catchment. One effect of such processes may

• be that suspended sedimen t concentrations at a given fl ow on the rising limb
of a hydrograph are systematically, but variably, lower (or higher) than

• concentrations at the same fl ow on the falling limb — the re sponse kn own as
hysteresis. Another eff ect which cannot be accommodated by the simple linear

• regression approach is exhaustion of the supply of material during and between
runoff events. This causes the concentration - fl ow relat ion ship to be highly
time variant, with concent rations generally becoming lower during events o r
over a succession of events as the sou rce of mater ial diminishes. Much of

• the scatter in concentration - flow relationships may be due to such factors,
with which the simple linear regression mo del canno t cope because it is

•

•
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•

"essentially a un ivariate expression of a comp lex multivariate system" (Walling,
1977).

•
Recognising the deficiencies, identified above, of a single rating cu rve, many

• investigators have employed separate rating curves of the form given by (2.5)
for (a) increas ing and decreasing fl ows and/o r (b) for the d iff erent seasons of

• the year . Such stratification of univariate rating curves by stage and time can
red uce the scat ter about the individual rating curves but it requires careful

• sta tist ical analysis and substantial errors may remain. An alternative approach is
to employ a multiple regression model where addit ion al variables are

• incorp orated to describe, for example, (a) whether fl ow is increasing or
decre asing and (b) seasonality. On the basis that most of the load of many

• substances is transported during high fl ows, another variation of th e simple
rating curve metho d involves weighting it during calibration by including

• additional samples in the high-flow range. (This requires samples to be taken
more frequently above a threshold fl ow.)

•
A n additional source of error in the rating curve method, whereby calculate d

• loads may be in error systematically by as much as 50%, has received
considerable attention in the recent literature. In the following, a br ief

• out line is given of the debate ; careful scrutiny of the papers cited is
recom mended for a full appreciation of the complexity of the problem.

Ferguson (1986a, 1987) poin ts ou t that un less a multiplicative correct ion factor
• is included in a simple rating curve of the form given by (25 ), a bias (in th is

case an under-estimation) is the inevitable result of re-transforming to the
• 'arithmetic domain' aft er performing regression analysis on the logar ithms of

concen tration and flow (adjusted by 'A ' if required) . Ferg uson's analysis o f
• the situation shows that, for specifi ed conditions, the bias thus introduced is

propor tional only to the degree of scatter about the logarithmic concentration
• - fl ow relationship (i.e. to the variance of the model residuals, Se2).

• In many applications where an identical curve-fi tting procedure is adop ted (e.g .
derivation of stage - discharge relations) the degree of scatte r is usually small;

• the bias is then typically less than 1% or 2% and oft en is small e nough to
be ignored. However, for reasons already discussed, scatter in concen trat ion -

• fl ow relationships is typically large, making the bias signifi cant. Ferguson
( 1986a , 1987) suggests a parametr ic correction factor (a Normal distiibu tion for

• the model residuals is assumed). For the case he presents, this reduces the
under-estima tion of annual suspended sediment load from (-)43 % (uncorrec ted)

• to (-)9% (corrected). Fe rguson (1986a) concludes that the simple correction
factor exp(2.65 Se2) "removes most of the bias when log-log rating curves are

• approximate ly linear with additive normal scatter, and its use will improve the
accuracy of estimates of river load". Ferguson's papers attracte d much interest
and co mment.

• Koch and Smillie (1986) apply the correction factor recommended by Ferguson
to sed iment data from two rivers in northweste rn Colorado and find that

• corrected estimates are too high by 39%. Koch and Smillie also apply a
non-parametr ic correction factor , 1/nEexp(ei), based on the 'smearing estini ate '
p resen ted by Duan (1983), bu t find an even greater over -estimation. They
report, however, that Thomas (1985) found the non-parametric correction to

• perform bet ter than the pa rametric correction . On the bas is of their result s
(and those of Thomas) , Koch and Smillie (1986) doubt the applicability of a

•

•

• 1 7

•



•

•
• parametr ic bias correction factor for general use pr incipally because the

stat ist ical d ist ribution of residuals is not fi xed. They conclude also that the
non-parametric correction factor does not behave consistently. In his
response, Ferguson (1986b) points ou t that correct ion for bias canno t eliminate
random error, so the fi nding of individual over-estimates of load aft er
correcting by his parametric method does no t invalidate the general conclusion

• that the un-co rrected log-log rat ing curve method , on average, under-estimates
by the amou nt exp(2.65 Se2).

•
Walling an d Webb (1988) also question the general eff ectiveness of Ferguson's

• parametric correction factor ; they conclude that facto rs other than any bias
introduced when re-transforming to (25 ) from the logarith ms of the variables

• are more impor tan t in producing inaccui ate load estimates. For th ree rivers
in sou thwest England , Walling and Webb (1988) present annual and

• period-of-record 't rue' loads of suspended sediment, against which they compare
the means and dispersions of load estimates (for indications of bias and

• precision respectively) based on 50 diff erent rating curves replicated by
sampling from complete hourly datasets. They constr uct and replicate two types

• of rating curve for each river; the first type assumes regu lar weekly samples
and the second assumes addit ional sampling above a th reshold fl ow. Whilst

• Ferguson's results appear persuas ive that biased load estimates obtained from
simple rating ' curves can be eff ectively corrected, Walling and Webb's results
ind icate otherwise. The results for two rivers, where annual loads are
compu ted by Walling an d Webb, are discussed here.

As shown  in  Table 2.1, un-corrected rating curves based on regular weekly
• sampling lead to massive bias in annual loads of between -97% an d -68% .

And for rat ing curves weighted towards high fl ows, as in Table 2.2, the
• systematic errors are marginally less, between -95% and -51%. For the Dart

at Bickleigh the systemat ic error in annual loads calculated using either type
• of rat ing varies over a remar kably narrow ban d of between -97% and -88%.

• For comparison , Walling and Webb apply bo th the parametric an d
non-parametric correction factor s but the eff ects vary from (a) only a slight

• improvement within the range of negat ive biases to (b)  a  positive bias of
(+)38%. For the Dart at Bickleigh the parametr ic correction of estimates based

• on regular weekly sampling (Table 2.1) reduces the bias slightly, to between
-93% and -83%, whilst for the Creedy at Cowley the similarly corrected

• estimates are still biased between -78% and -20%. The corresponding eff ect of
the parametric correction factor on estimates based on fl ow-weighte d rating• curves can be seen in Table 2.2. For the Dart, bias is reduced to be tween

. -85% and -58% , whilst for the Creedy it is reduced to between -73% and
• +25%.

• The non-parametr ic correct ion due to Duan (1983) appears to perform better
than the parametric correction, though only slightly, and large systema tic errors
remain in the estimates of annual loads. For rat ing curves based on regular
weekly sampling (Table 2.1), the bias in non-parametr ically 'corrected' estimates

• is between -84% and -63% for the Dart and between -74% and -3% for the
Creedy. For fl ow-weighted rat ing cu rves (Table 2.2), the bias remaining aft er

• non-parame tric adjustment is between -75% and -34% for the Dart and
between -70% and +38% for the Creedy.

•

•
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•

•

• Table 2 1 Bias in rating crave suspended sedim ent load estimates based
on regular weekly sampling. (Original data f rom Walling

• and Webb, 1988.)

• PER IO D AC TUAL SIMP LE PARAMETRIC NON-PARAM E TR IC
LOAD RATING CO RR E CT ION CO RRE CTIO N

• tonnes

•

• Employing coeffi cients of variation (not given here) for the se ts of 50 replicate
estimates of load, Walling and Webb (1988) point out that the level of

• precision is also affected by the parametric and non-para metric adjustments,
but not by consistent amounts between rivers. For example, the authors

• report that, after parametr ic adjustment, precision for the Cree dy is improved
slightly bu t that it is worsened considerably for the Dart. In some cases,

• therefo re, it appe ars that, on co rrection for bias, a gain in accuracy is made
‘ at the expense of precision. Walhng and Webb (1988) also report an increase

• in the in ter-annual variability of 'corrected ' loads and po int out that this could
cause additional problems in the interpretation of long time series of river

• loads.

•
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•
•
•
• Table 2 2 Bias in rating curve suspended sedim ent load estima tes based

on regular weeldy samp ling p lus fl ood p eri od samp ling.
• (Original data f rom Walling and Webb, 1988.)

• PER IO D ACTUA L SIMP LE PARAME TR IC NON-PA RAMETR IC

LO AD RAT ING CO RR E CTION COR RE C H O N
• tonne s 9'o

R IVE R DART AT BICKLEIGH

•

1975-1985 24499 -93 -78 -66

1975-1976 1072 -95 -85 -75
• 1976-1977 3779 • -93 -78 -64

1977-1978 1872 -93 -78 -65
• 1978-1979 1476 -88 -58 -34

1979-1980 2475 -93 -77 -64

• 1980-1981 2684 -94 -79 -67

198 1-1982 4451 -94 -81 -69

• 1982-1983 2672 -94 -80 -68
1983-1984 3046 -95 -84 -74

• 1984-1985 972 -93 -75 -61

• R IVER CREEDY AT CO WLEY

• 1972-1980 82863 -71 -25 -18

• 1972-1973 7482 -79 -46 -41
1973-1974 20619 -75 -35 -29

• 1974-1975 10547 -78 -44 -39

1975-1976 1941 -89 -73 -70
• 1976-1977 16234 -70 -24 -16

1977-1978 10214 -51 +25 +38

• 1978-1979 4717 -68 -17 - 9

1979-1980 11109 -68 -19 -11
0

0

• Walling and Webb (1988) conclude that the bias int roduced into suspended
sediment load estimates due to the nature of the simple rating curve approach

• is not the major cause of systematic error in loads. The most important factor
appears to be variabil ity through time due to dynamic erosion processes. In
the medium- to long-term, variations in erosion processes result in seasonal
diff erences in the overall concentration - flow response (which might be
accommodated to some extent by str atifi cation of rating curves seasonally as-  
already menti oned). In the short-term, the nature of dynamic erosion processes

• may be manifested as hysteresis, and as exhaustion dur ing and between events.
The problem of hysteresis is one that the simple linear regression model, upon

• which the rating curves are based, is unable to cope; an alternative model
which can take hysteresis into account, at least to some extent, is discussed
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later in this report. The problem of exhaustion requires de ta iled mathemat ical
modelling and has, therefo re, been left to future developmental phases of work
begun for the current study.

Walling and Webb (1988) also point out that although some improvement in
load est imates can be obta ined by employing rating curves weighted for high
fl ows, the problems associated with hysteresis and exhaustion seem to preclude
the use of any systematic adjust ment to give major improvements in the
reliability of rating curve est imates. The problem of bias in rating curves
highlighted by Ferguson (1986a, 1987) is merely a contribu ting factor to the
overall error in load estimates an d the correction factors suggested by
Ferguson and Duan may be only par tially eff ective.

Howeve r, a more recent paper (Cohn  et aL,  1989) gives a detailed theoretical
analysis of the bias in troduced by re-transformat ion to ob tain simple rat ing
curves of the form given by (2.5). This work shows that whereas the
parametric correction factor proposed by Ferguson (1986a, 1987) performs
satisfact orily in many r ases it does no t eliminate bias. Under certain condit ions,
Cohn  et aL,  ( 1989) show that the simple parametric correction suggested by
Ferguson (1986a, 1987) can lead to systematic over-estimat ion of loads, thus
providing some theoretical insight into the empir ical results of Walling and
Web b (1988) presented here in sum mary in Table 2.2 (there is a positive bias
in the paramet rically 'corrected' load for the Creedy 1977-1978).

Co hn  et aL  (1989) present an alternat ive correction procedu re which leads to
a 'm inimum variance unbiased estimator' (MVUE). The mathematics of the
MVU E are more complex than the simple parametr ic correction factor
described above and its deta il is therefore omitted here. Provided that the log
- log model for the concen trat ion - fl ow relationship is valid (see below), the
MVU E gives zero-biased estimates and the associated random error is usually
nearly as good as, or better than, the basic rating curve method. (Simple
parametric correction oft en increases the random error component of load
estimates).

The MVUE presented by Cohn  et aL  (1989) will undoubtedly receive
fur ther att ention in relation to river load estimation methods but it seems
clear already that there may be problems in its application to the relat ively
small and fl ashy rivers of the United Kingdom. For example, both Co hn
et al.  (1989) and Walling and Webb (1988) recogn ise fully the
inappropriateness of the regression model in the logar ithms of concentration
and fl ow for describing the physical situation. Both groups of invest igato rs
refer to other work aimed at circumventing this problem, namely the smearing
(or non-paramet ric) estimato r (Duan, 1983), as d iscussed above, and also a
probability-based sampling procedure (Thomas, 1985) which gives unbiased load
estimates even when a log - log relat ionship is no t strictly valid in physical
terms.

Before describing the work of Thomas (1985) in Section 25 , some further
comment is warranted on the non-validity of the regression model in the
context of hyste resis. A good candidate for an alternative model which can
accommodate hysteresis, but which appears to have been largely neglected by
many investigato rs, is introduced in the following sect ion.

2 1
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• 2 .4 T RANSFE R F UNC TION MOD E LS

•
The regression model assumes a un ique (or one-to -one) re lationship between

• concent ration and fl ow bu t usually where 'continuous' reco rds of the variables
are available it is evident that this prescribed behaviour does not adequately

• characterise the physical situation. As discussed already, dynamic erosion
processes cause hysteresis and exhaustion in suspen ded sediment concentration -

• fl ow behaviour; similar time-variant, non-linear respon ses are observed for other
determinands (e.g. Edwards, 1973) and the reasons for such behaviour are

• many. Much of the scatter in a plot of concentration against fl ow (in the
logarithms) may be due to hysteresis, and the residuals from a linear

• regression equation fi tted to the observations will therefore be serially
correlated — a condit ion which itself indicates that the regression model is

• inappropriate. However, the transfer funct ion type of model (e.g. Box an d
Jenkins, 1970) can allow for non-uniqueness in  a  concen tration - fl ow

• relationship.

• There are several ways of expressing  a  transfer function model. The notation
adopted here is consistent with that employed later in the rep ort when
describing a compu ter program for invest igating err ors in loads. The general
form of a transfer function for relating (in this context) concentration and

• flow is given by (2.6).

13(1 )
(2.6)

• C -
t-bA(z-1)

• where Ct is concentration at time t
is fl ow at time t-b

•
Q t-b

is pure time delay
z-1 is the backward shift opera tor

411 i.e. x z-1 x t_i

• and B(z-1) and A(z-1) are polynomials in f 1 given by
(2.7) and (2.8) respect ively

•
B(1 1) = b

•

+ b1 + . . . + b " (2.7)
•

 

A(z-1) = a 1 1 + a2z-1 + . . . + a i n' (2.8)
•

1 m

The de fi nit ion of the general transfer function given above may seem rather
• formidable to readers unfamiliar with the concepts and notation involved bu t

reference to a specifi c  case  can help clarify the techniques. The specifi c case
• when m is 1, n is zero and b is zero can be written as (2.9).

• bo  
C. -

+ a 1 11
. Q t (2.9)

• 1  
which may be re-written as (1 10)

•

Ct boOt alCt-i (2.10)
110

Equation (2.10) sta tes simply that the concentration at time t is given by bo
• times the fl ow at time t, plus al times the concentration at time t-1 (no te

that al in (2.9) is always negative, so (2.10) is eff ect ively the addition of two
•

•
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positive terms) ; hence the serial dependency  in  concentration is accounted for
something with which the simple regression model is unable to cope. .

Models o f the form of (2.9)1(2.10) have been . employed for investiga ting the
dynamic behaviour of water quality (e.g. Whitehead , 1979; Littlewood , 1987)
but, with limited exceptions (e.g. Gurnell and Fenn, 1984), their po tential for
characterising fl ow - conce nt rat ion behaviour for use with ext rapolat ion
methods of load es timat ion appears to have gone largely unrecognise d and
unexploited.

•
To appreciate further the advantages of the transfer function mo del for

• characterising fl ow - concen trat ion behaviour, consider the (observed)
streamflow and (synthetic) concen tration rep onses shown in Fig. 2.6 where,

• clearly, there is a positive relationship between the two variables with hysteresis
such that 'concen tration' lags behin d fl ow. (This is, in fact, the typical

• response of hydrogen ion concentration H+ over several days and successive

•

•
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•

•
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• Rgure 2 6 Demonstration strearnfl ow and concentration time series.

•
rainfall even ts for small streams in the Llyn Brianne catchment, Wales; other

• determinands will exhibit quite d ifferent responses to streamfl ow). A linear

Strea mflow
Co nce ntration
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Sequence Number (hours)

2 3

150

8

regression model would simply appear as a straigh t line through the sa me data
• presented as a scat ter plot in Fig. 2.7, and it would, therefo re , be unable to

represent the hyste resis.



8

0 50

S tre a m flow - C o nc e nt ra tio n S c a tte r

0.00893

6
c-T..y .•

cl .)
4

• ..----------Ar

Figure 2 7 Demonstration streamflow and concentration scatter p lot
exhibiting hysteresis.

In fact, the fl ow and 'conce ntration' data in ' Figs. 2.6 and 2.7 are related
perfect ly by the transfer function mo del given by (2.11).

1 - 0.885i 1

100 150 200
Lit re S/Se C

where ur is hydrogen ion concentration in geq.
fl ow Q is in V I

The transfer function model is therefore a useful way of summarising the
dynamic behaviour of stream hydrochemist ry (at least for FI*) and in principle,
once a model has been calibrated from a shor t record of high frequency fl ow
and concentration data it can be employed to estimate 'con tinuous '
concentration from fl ow for periods of sparse or absent concentration data.
Making the reasonable assumption that these estimates of concentrat ion will be
bet ter than those which would be made from a simple linear regression model
(because the dynamic behaviou r will have been better characterised by the
transfer fuction) we can expect improved river load estimates.

Although the transfer function model has clear advantages over the regression
mod el for fl ow - concentration relationships it should not be expected to give
good results always. For example, a de term ina nd like su spended sedime nt ,
which exhib its exh austion, wo uld re qu ire a model to acco mmodate that
behaviour trait in addition to hyste resis (e.g. Moore, 1984); each case is
required to be dealt with individually. Furthermore, even in situa tio ns where

2 4
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•

• a transfer funct ion mo del is a signifi cant improvement on a regression model
it may be subject to calibrat ion 'drift ' over time. It would be necessary,

• therefo re, t6 period ically review and, if necessary, update such models.

• To assist with testing various estimation algorithms over ranges of
hydrochemist ry dynamic types and sampling intervals, the transfer fu nction

• mo del is employed extensively in  a  Simulation and Methods Investigation of
Load Es timates for Rivers (SMILER) described in Chapter 4 of this report.

•

•
25 FLOW PROPORTIONAL AND PROBABIL IT Y SAM PLIN G

•

• Most rou tine sampling of river water quality is undertaken manually and is
subject to the operational constraints imposed by daylight hours and the

• working day/week. Samples tend to be taken at fairly regu lar intervals (daily,
weekly, monthly). Loads calculated using such data, especially by interpolation

• methods, can be heavily biased because the samples will tend to be taken at
relatively low fl ows. For example,  80% of  the suspended sediment load over a

• period  of  years may be transported in only 3%  of  the time (Walling and
Webb,  1981),  and similar fi gures can apply to annual and shorter periods  of

• suspended sediment load estimation. The underestimat ion of supended
sedimen t load c;an be severe since concentra tion can vary by orders of

• magnitude. The situation for other determinands may not be so extreme bu t
Marsh  (1980)  estimated that  70%  of the  1976  nit rate load for the Great Ouse

• at Bedford was transported dur ing December of that year as a notable
drought ended. However, the tempo ral distribution of runoff in  1976  was
unusual.

• Automatic bank-side apparatus permits samples to be taken at variable time
intervals so that more information can be made available for load estimation

• during periods of high fl ow and high determinand fl ux. Careful design of such
automatic sampling regimes can minimise or even (theoretically) eliminate bias

• in load estimates. There follows a brief introduction to two methodologies for
automatic sampling to meet this objective, the fi rst is a fl ow propor tional

• sampling technique and the second is a probability sampling method.

•
Flow proportional sampling

•

• Consider a perfect automatic system which allows con tinu ous sampling of river
water at a small bu t variable rate directly propo rtional to instantaneous

• discharge. The fl ow fro m the continuous sampler is directed into a 'bulk'
sample. By de fi nition , and in the absence of measurement errors, the product

• of the bu lk sample concen tration (assuming conservative behaviour of physical
and chemical propert ies in the bulk sample) and the average fl ow over the

• period of sampling, will give the true load.

• In practice , flow proport ional samp ling usually re quires d iscre te samples to be
taken each time a specifi ed volume of water has fl owed past the po int of

• interest. These sub-samples can be mixed into a 'bulk' sample. The
concentration of the bulk sample will be a good estima te of the true

•

•
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fl ow-weighted _concentration provided the specifi ed volume of fl ow for sett ing
the variable sampling is suffi ciently small.

Work under-taken for the Depar tment of the Environment by the Water
Research Centre (Harrison  et  aL,  1989) compared load estimation for the
Thames at Kingston by manual 'rou tine' weekly grab samples with results from
an au tomatic fl ow proportional sampling system linked to an ultrasonic gauging
station (5 ml samples were taken at a frequency directly proportional to
discharge — approximately every 5 to 10 minutes). An equation of the for m
given for Method 2 was employed to calculate the 'true ' loads of Cd , Cr, Cu,
Pb, Ni, Zn, SS, TP, SRP and NOI-N, using the conce ntration s in the
compo site samples and the average flows over the periods of composite
samples. An extremely valuable datase t was thus created.

Loads were estimated (Harrison  et  aL,  1989) from the grab samples employing
Methods 2 and 5 (the Paris Commision recommended meth ods) for sampling
inte rvals of 1 week, 2 weeks, 1 month and 2 months. Random error
(precision) associated with the load estimates was approximat ed using
appropriate formulae. As might be expected on the basis of previous work
(summarised ear lier in this rep or t), th is showed (a) that estimates by Method
2 have a larger random error component than estimates by Method 5 an d (b)
that for bo th methods precision (referred to by the auth ors as 'accuracy')
decreases  as  sampling freque ncy decre ases.

For almost all combinations of (a) de terminand, (b) estimation method and (c)
sampling interval, the approximate 95% confi dence in terval in cludes the 'true '
load calculated from the fl ow proportional sample data. However, this
observat ion on its own does no t appear to be suffi cient to support the view
given by Harrison  et  al.  (1989) that estimates based on grab sample data at
Kingston exhibit "satisfactory consiste ncy" with the ' true' loads derived from
fl ow propor tional sampling. The 'true ' loads for chr omium and to tal
phosphorous are located near, or just ou tside, the corresponding 95%
confidence intervals. Apar t from this observation there appears to be no clear
pat tern which suggest s which determinands are better estimated at a given
sampling frequency in terms of either systematic or random error.

The Method 2 resu lt for suspended sediment (monthly grab sampling)
overest imates SS load by 37% ; such a result may, of course , have arisen by
chance but most previous work indicates that SS loads based on discrete data
te nd to be severe ly underestimated.

A mongst their conclusions, Harrison  et  at  (1989) point ou t that the error
compo nent in load est imates due to a small number of samples being available
can be much larger than the error components due (a) analysis in the
laboratory, (b) measurement of fl ow and (c) poor mixing at the measurement
cross-section. The apparently good level of mixing at the re latively wide and
slow Thames at Kingston is thought to be a fair test of typical condit ions
near the tidal limits of rivers in the United Kingdom. However, many o ther
r ivers exhibit a greater variation in fl ow, and in th is respect the T hames at
Kingston could be an u nde manding test of the erro rs which ar ise from
discre te sampling.
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•  Probabil ity sampling

•
Flow proportion al sampling as ou tlined above can be expected to give good

• estimates of the load of substances which behave conservat ively in a bu lk
sample . Continuous sampling is the ideal method but variable sampling (as

• perfor med for the Thames at Kingston) is the practical option. Provided that
the sub-samples are taken at small (variable) time intervals, the est imate can

• be expected to have small bias and good precision. However , there appears
to be no way to quant ify either of these measures of estimate quality in

• particular cases; the work at Knigston adopted the fl ow-proportional load as
the 't rue ' load against which to compare diff erent estimation methods.

Probability sampling (e.g. Thomas, 1985) is a theoretical framework for deciding
• when to take ind ividual samples (for separate analysis in the laborato ry) such

that (a) the fi nal load estimate is unbiased and (b) its precision can be
• calculated. Th e larger the number of samples, the better the precision in the

load estimate. Alternatively, given a fixed budget for sample analysis,
• probability sampling maximises the quality of a load estimated fro m a fi xed

(limited) number of samples. The samples could be taken manually at the
• requ ired times but an automatic sampling system, as described by Thomas

(1985) and summarised now, can  be  programmed to do this.
•

Simple random sampling (SRS) is the basic form of probability sampling, bu t
• th is means that the probability of a sample being taken is constan t in time

(irrespective of variations in fl ow and therefore mass fl ux) and so it results in
• biased estimates. Thomas (1985) poin ts ou t that probability sampling does not

require that selection of sample times are equal in probability, on ly that the
• (variable) probabilities of såmple selection times are known. Clearly, the aim is

to relate the probability of a sample being taken to the magnitude of the
• variable being measured. Thus samples are required to be taken non -randomly

in time. Thomas refers to a sampling technique "sampling with probability
• propor tional to size" (PPS) which enables this approach to be applied in

situations where the entire fi nite populat ion of measured units is available for
• sampling. For example, if the objectiVe is to estimate the total channel

sto rage of sedimen ts in a catchment, all the tributary channels are available
• for sampling. PPS is a methodology for select ing which tr ibu taries to sample.

Select ion at List Time (SALT) is introduced by Thomas (1985) (see below)  as
• a special case of PPS for use when on ly a sub-set of the popu lation units are

available - as in river load estimation.

The SALT technique involves an extrapolation . method of estimating
• concentration (from fl ow) which, when multiplied by flow forms an "auxiliary

variable", namely a crude estimate of the ma terial fl ux at the mid-point of the
ith interval. The extrapolation method can be based on a linear regression
equation derived from initial survey data. Overall, some stratifi cat ion may be

• benefi cial, whereby SALT is applied above some th reshold flow an d SRS is
applied be low the threshold.

•
A preliminary estimate Y is made of load over the period of interest . The

• value ' is mu ltiplied by a facto r W to obt ain Y ' which is (almost) cer tainly
greater than the load which will be experienced in the period to be

• monitored. Random numbers are then selected from a uniform distribut ion

•

•
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between zero and Y* and arranged on a sampling interval axis as shown in
the Iowa half of Fig. 2.8.

0:

Mo nito r ing p e rio d

S a mp lin g in te rva l  ( r ) Ax is

Figure 2 8 Selection at List Time (SAL T) designation of samp ling
times. (Redrawn f rom T homas, 1985.)

The auxiliary variable is recorded in real time as a graph as shown in the
upper half of Fig. 2.8. The decision at each of the N equal intervals on the
time axis of the auxiliary variable graph whether, or not, to take a sample is
made as follows (shown schematically • in Fig. 2.8). The cumulative sum of the
auxiliary variable at each of the N time intervals is located on the sampling
interval axis, and if there is one (or more) random number (s) in the interval
on the sampling interval axis corresponding to the ith time interval then a
sample is taken. The qual ity of the fl ow - concen tration relationship employed
to derive the auxiliary variable does no t aff ect the accuracy of SA LT load
estimates bu t it does aff ect the ir precision; the better the fl ow - conce ntration
relation , the better the precision in the fi nal load estimate. The precision of
SALT load estimates depends also on the number n * of random nu mbers on
the sampling interval axis in Fig. 2.8 and Thomas present s a procedure for
determining n* for specifi ed levels of precision or , conversely for determining
the precision given a value of n*.

Employing a long synthetic time series, Th omas (1985) shows that whe reas the
fl ow-duration-curv e/sediment-rat ing-curve method (e-8- Walling 1977)
systematically unde r-est imates annual suspended sediment load by signifi cant
amou nt s, a strat ifi ed application of SALT under-estimates load by less than
1%. In o ther words, SA LT gives very accurate load estimates. He also po ints
out that whereas the precision of an individual estimate cannot be derived for
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•

•

• the sediment rating curve method , SA LT does permit precisions of individu al
estimates to be ascertained . The whole process can be controlled by a suitably

• programed battery-powered computer.

• For a full appreciation of SA LT an d the benefi ts which accrue from it, direct
reference to the work of R. B. Thomas is recommended (Thomas, 1983; 1985;

• 1986; 1988a; 1988b; 1989).

•

• 1 6 HYD RO GRAPH SE PA RATION

•
One of the factors which contributes to hysteresis in fl ow - concen tration
relationships is the variable degree of mixing dur ing runo ff events of waters
from diff erent sources (e.g. rainfall, groundwater, etc.) which exhibit dist inct ly

• diff erent chemical compositions. Whilst physically there is a continuum of
sou rces which contnb ute to streamfl ow during runoff events, there is

• considerable circumstantial evidence to support the conceptual simplifi cation that
str eamflow comprises a small number of dominant component fl ows. Practical

• descript ive hydrology usually propounds, therefore, tha t total streamflow
comprises (a) basefl ow or groundwater fl ow and (b) direct runoff . Each of

• these components may be sub-divided conceptually according to the needs of
any particular investigation (e.g. direct runoff comprises interflow th rough the
near-surface layers of a catchment and surface runoff , and so on) .

• We may surmise, therefore, that for detenninands which mix 'conservatively'
(i.e. do not react chemically in the catchment, including adsorption and

• desorption) there would be a better relat ionship (less scat te r and hysteresis)
between stream concentration and the proportion of basefl ow at sample time

• than between stream concen tration and tota l streamfl ow. H owever, a prob lem
central to scientifi c hydrology is that it is not possible during runoff events to

• observe the basefl ow (or any other) component of streamflow directly;
measured streamfl ow is a mixture of fl ow components which physically cannot

• be unmixed. However, many techniques have been devised for separating
hydrographs into component fl ows. There is considerable act ivity and debate

• within the scientifi c community concerning hydrograph separation techniques,
the ou tcome of which could have benefi ts for load estimation.

•
There are thr ee broad categor ies of methods for separat ion of hydrographs

• into components fl ows;

• (a) basefl ow separation using on ly the information in the shape of the
hydrograph and pre-conceived no tions of how the basefl ow

• component of streamflow varies over successive events,

• (b) separa tion into 'age', or with in-catchment-source, components based
on mixing mo dels and end-member chemistry and

•
(c) rainfall - runoff mathematical modelling.

Co nsiderable overlap between these categories may be adopted for any
• particular invest igation but considered individually here they serve to help

•

•
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demo nst rate the potential usefulness of hydrograph separat ion in the context of
r iver load estimation.

•
Separation by hydrograph shape

•

• O ne of the most widely used simple methods of hydrograph separ ation (by
shape) was devised for assistance with l ow fl ows' water resource stud ies

• (Institute of Hydro logy, 1980). Employing the 'geometry' of hydrographs, a
simple algorithm identifi es the low poin ts on a hydrograph at which it is

• assumed that (almost) all the fl ow is from stored sources, and these poin ts
are jo ined toge ther with straight lines to form an envelope enclosing what is

• loosely referred to as basefl ow. The fraction of streamfl ow which is basefl ow is
referred to as the Base Flow Index (BFI) and this ha s  become  a key

• parameter in stu dies of low fl ows at gauged' and ungauged sites in the United
Kingdom. The BFI statistic has been evaluated and published for abou t 700

• gauged sites in the UK (Institute of Hydrology, 1988). An example of
baseflow separation (BFI) is shown in Fig. 2.9. •

•

•

• Kirk ton Burn at Balquhidder ( 1985)
•

Hydrograph With Separated Flow
• BFI = 03 5
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Figure  2 9  Basefl ow separation by • the Institute of I lydro loty (1980)
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The BFI method of hydrograph separat ion has also fou nd application for
regional assessment of water quality. For example , a map of the BFI sta tistic
has been employed to assist with iden tifi cat ion of areas in the UK susceptible
to sur face water acidifi cation (Edmun ds and Kinniburgh, 1984) . However , since
the BFI hydrograph separation method is conceptually so simple (a
characteristic strength perhaps for applications which require regionalisation in
some engineering hydrology and water quality applications) , it would appear to
have limited potential for assessing the dynamic proportions of fl ow
components during runoff events. The BR method may not, therefo re , be
suitable for designing improved load estimation procedures.

Chemical hydrograph separation

One of the fi rst attempts to separate hydrographs dynamically using chemical
signals was by Pinder and Jones, (1969) and their method st ill forms the basis
of many hydrological invest igations where an understand ing of str eamflow
generation processes is sought. The method, in its simplest form, assumes
just two identifi able water sources of spatially and temporally , , constant (but
diff erent) concentration s of some 'conservative' trace r. The variable
concent rat ion of the tracer in streamwater is assumed to be the result only of
dynamic mixing of flow components from the two sou rces considered.

Under these ideal condit ions the proportion of to tal streamflow which is fl ow
component 2 at any time is given by (2.12).

C1/2 Cs - C l

Os C 2 -

where Qs = Q i + 0 2

and Os is streamflow
Q i is the component of Os from source 1
0 2 is the component of Qs from source 2
; is the concen tration of Qs
C1 is the concentration of sou rce 1
C 2 is the concent ration of sou rce 2.

3 1

(2.12)

In  practice, the ideal condit ions described above which are necessary for the
validity of (2.12) do not occur naturally and they cannot be prescribed (e.g.
concentration of the tracer in rainfall varies du ring the event). Some
relaxation in the cond ition s is always necessary and it is not a simple matter
to predict what will be the eff ect of the relaxation on the hydrograph
separat ion.

Field invest igat ions based on this method have given hydrograph separations
quite diff eren t in character to those given by the BFI methodology (Fig. 2.9) .
For example, several trace r studies have ind icated that peak streamflows
comprise large components from a sou rce of water which was in (or on) the
catchment before the rainfall even t star ted an d no t, as might be expected on
the basis of the well-known 'contributing area' conceptual rainfall - runoff
model, the rain water itself which runs off quickly from wet areas ' (or areas



which become wet during the rainfall event). There are many variations on the
basic me thod outlined above and several invest igations use natural isotopes —
arguably the best approximation to a perfect tracer available. In principle, such
hydrograph separations could be extremely useful for defi ning relationships
between stream concent ration and flow compo nents bu t more research is
requ ired to check the validity of the method under a range of non-ideal
co nd itions.

Rainfall  -  runoff mathematical models

The range of rainfall - runoff mathematical model types is large and there is
a correspondingly large literature on th is topic; it would not be appropriate to
conduct a review of rainfall - runoff mathemati ca l models in this rep or t. It is
suffi cient to no te here that, in principle, any mathematical model which either
explicitly or implicitly rou tes rain water thr ough elements of storage and via
fl ow pathways to stream channels, and thence to the catchm ent ou tlet , can be
employed for hydrograph separat ion.

An example of hydrograph separa tion using a mathematical model designed for
water quality purposes (including load estimation by chemical mass balance) is
provided by Birtles (1977, 1978). This model prescribes the broad de tails of
physical within-catchment processes which occu r during streamflow generation. It
therefore rou tes rainfall through the catchme nt explicitly and, in its full form,
requires a large amount of inpu t data describing the spatial and temporal
variation of rainfall, infiltration, evapotranspiration and aquifer properties.
However, a reduced form of the model gives reasonable hydrograph separation
into two baseflow compo nents and 'runoff' (interfl ow plus overland fl ow) as
shown in Fig. 2.10. The detail of the reduced mo del is st ill, however, fairly
complex with respect to other rainfall - runoff models.

An example of hydrograph separation which employs only rainfall and
streamflow data (and, where necessary, whatever data are available on
evaporation, o r some sur rogate for evap orat ion), is provided by the
mathematical model known as IHA CRES (Jakem an , Littlewood and
Wh itehead, 1990). This mo del is based concep tually not on within-catchment
physical rainfall - runoff processes bu t on the theory of Unit Hydrographs (e.g.
Ch ow, 1964) for (a) total streamfl ow and (b) quick and slow fl ow components
of streamflow. IHA CRES , therefo re, accounts for rainfall - runoff processes
implicitly bu t, as the example in F ig. 2.11 shows, leads to reasonable and
potentially extremely useful hydrograph separa tions. (Note fro m Fig. 2.11 that
J HACRES gives a separa tion which broadly is similar to BR hydrograph
separations bu t with additional deta il of a mixing ratio during runoff events).
This mo del has been developed only recently and fur ther research is required
to establish the physical sou rces and chemical composition of the quick and
slow fl ow comp onents thus ident ified for particular ca tchments.
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3. United Kingdom r iver load surveys

3.1 INTRODU CTION

Since 1970, River Pollution Surveys of England and Wales have been
undertaken periodically by the Department o f the Environment and the Welsh
Office to give a 'snapshot ' of the health of rivers. (Less formal nation al
surveys were conducted at intervals during the period 1959 to 1970.) Largely
on the basis of BOD, and knowledge of the existence of point discharges of
toxic mater ial or suspended mat ter which cou ld aff ect the stream bed, river
stretches are allocated to a asses (1 unpolluted to 4 - grossly pollu ted). This
classifi cation provides assistance in identifying problem areas and mo nitor ing
trends. Ch anges in the lengths of river stretches in each class between Surveys
indicate the extent to which the overall situation is improving or de teriorating.
Such Surveys (similar ones are made for Scotland and Northern Ir eland) are
undoubtedly useful but it is recognised that the information they present is
condensed and, to sonie extent, subjective (Simpson, 1978). Quantitat ive
estimates of the loads of substances car ried by rivers are not pr ovided by
River Pollution Surveys.

The Harm onised Monitoring Scheme was initiated in 1974 to provide river
qu ality information of a complementary bu t less subjective nature than the
River Pollution Surveys. Rivers with daily mean flows greater than abou t 2
cumecs are systematically sampled above the tidal limit or at the confl uence
with ano ther river. About 250 sites are involved and samples are an alysed for
a wide ran ge of. determinands. One of the major purposes of the Scheme at
its inception was to enable assessment of the loads of materials carried by
rivers into estuaries and the sea (Simpson , 1978), thereby fulfi lling certain
obligat ions to provide such information to international agencies (e.g. the Paris
Comm ission) — see Section 3.3.

3.2 NITRATES

O ne of the earliest systematic attempts to survey river loads using the
H armonised Monitoring database was for nitrates (Marsh, 1980). For the four
year period 1974 to 1977, between 60 and 200 pairs of flow and concen tration
per station were available from the Harmonised Monitoring database. Mean
annual nitrate loads for rivers in England and Wales, ranging from 2 to 40
kg N/ha, were estimated by the simple second-choice Paris Commission method
defi ned ear lier in the curren t repor t. Despite the acknowledged uncertain ties
involved, these est imates were judged to be of suffi cient integrity to enable
assessment of region al differences in nitrate loads, and on th is basis many
interesting observ at ions were made (e .g. the relative importance of po in t and
diffuse sources of nitrate). No atte mpt was made to assign numerical (i.e.
percentage) uncer taint ies to the load estimates, though several points were
discussed conce rning the problems which are likely to intro duce large errors
into estimates made by simple methods.

3 4



•

•

• existing sou rces (e.g. In ternational Conunission for the Fxplo ration of the Sea)
and no quantitative estimates of the associated uncer ta inties were given.

• Mention is made, however, of problems of comparability which arise due to
(a) doubts in some cases about whether concentrations re fer to fi lterable or

• to tal pollutan t amounts and (b) the diff erent calcu lation procedure s adopted
when 'less than ' co ncen trat ions are encountered (some authorities use zero and

• some the limit of detection). This latt er po int is discus sed again later.

• The Water Research Centre has compiled budgets of toxic material inpu ts to
the North Sea and o ther coastal waters of the United Kingdom (Hill et al.,

• 1984; O 'Donnell and Mance, 1984a, b; Jolly, 1986) . Estimation of annual river
inpu ts for these budgets made use of the river flow information available in

• the Surface Water Archive and employed the fi rst-choice Paris Co mmission
method already described in the curre nt rep or t (fl ow-weighted mean

• concentration based on pairs of flow and concentration at sample times is
multiplied by a mean fl ow based, in most cases, on a continuous record of

• daily mean .fl ow from the Surface Water Ar chive) . Curiously, though, the
periods over which the fl ow-weighted concentration and the mean fl ow were

• compu ted appear to be diff erent. For example, Firth of F orth estuary input
estimates presented by Jolly (1986) are based on the product of flow-weighted

• concentration derived from concentration an d instan taneous flow data for the
period February 1984 to August 1985 and a mean annual fl ow for 1984. The

• possibility that -this practice introduces bias into the load estimates is, however ,
ackn owledged by the author (Jolly, 1986). Nevertheless, the information on

• toxic inpu ts from rivers to the Nor th Sea acsembled by the Water Research
Centre is probably one of the most comprehensive registers of river inputs so

• far.

• Many toxic substances appear in rivers at very low concentrations an d a large
proportion of measurements may be recorded as 'less than ' values. For the

• fi ve majo r UK estu aries draining to the North Sea (Thames, Humber, Tees,
Tyne and Firth of Forth), Jolly (1986) tabulates estimates of annual inpu ts of

• Cd, Cr, Cu, Pb, Hg, Ni, A s, Lindane and DDT separately for rivers, sewage
and industry. To investigate the eff ects of values recorded as 'less than ', river
load estimates are presented for three treatments of these values; replace ment
with (a) the 'limit of detection', (b) half the 'limit of detection' and (c) zero.

• As an example of the impact on computed loads, the annual river inpu t of
Pb via the Firth of For th estuary is estimated at 18.3 ton nes or 7.1 tonnes

• depending on whether 'less than ' values are replaced by the ' limit of detection'
or zero respectively. a early, therefore, the frequency of 'less than' values can

• have a marked eff ect on the uncertainty associated wit h a load estimate but it
is a problem with no easy solut ion. An add itional facto r of complexity is that

• the 'limits of de tection' can themselves vary for a given determinand at a
particular site (due to changes in analytical procedure).

•
A basic op tion exists for de riving river load estimates from the Harmonised

•

•
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Monitoring database, involving simply the summation of the products of
concentr ation and fl ow at sample time (instantaneous or daily mean - in that

• orde r of preference - depending on which type of flow data is present in the
database). Th is is the second-choice Paris Commission meth od , or Method 2

• as described earlier in the report, and it is being employed by Her Majesty's
Inspectorate of Pollution for assessing annual inputs of nutrients (N H3, NO 2,

• NO3, TON) to the North Sea (B.G. Goldstone, personal communication ).
When a 'less than detection limit ' value is encountered, a value of half th at
amount is used in the calculation. For those years when there are no
measurements, the annual average load is used.

•

•
3.4 HYD ROMETRIC ARE A GROUP IN PUTS AT TIDA L

• LIMITS

•
For the period 1975 to 1980, Ro dda and Jones (1983) der ived estimates of

• mean annual loads at 163 tidal limit sites grouped by Water Authority
(England and Wales) an d River Purifi cation Board (Scotland) ar eas. In

• common with a previous survey of nitrate loads (Marsh, 1980), loads were
estimated prinicipally on the basis of data from the Harmonised Monitoring

• database and using the simple secon d-choice Paris Commissio n algorithm. Join t
exploitation of the Harmo nised Monitoring database and the Surface Water

• Arch ive, to allow use of the superior Method 5 (fi rst-choice Paris Commission
method) was precluded by admistrat ive and practical diffi cult ies associated with

• bringing the necessary data together; the databases were, and remain, managed
separately. Mean annual loads were estimated for eight determ inands; Cl, NO 3,

• SO4, ortho-P O4, Zn, Cd , Pb and Cu. No quant itat ive uncer tainties are given
for the est imates but many qualifying points are made. For example, the

• effi cacy of regular fortnigh tly (or thereabouts) sampling is doubtful given that
typically 80% of annual load might be transported in on ly 2% of the time

• (Ro dda and Jones, 1983). Nevertheless, this survey provid ed mu ch useful
information on regional variations in loads and their causes.

3.5 OTH ER
•

• Following the third ministerial International Conference on the Pro tection of
the North Sea, held in The Hague (1990), commitments were made , or

• reaffi rmed, to reduce inputs of selected materials to • the North Sea via water
and air by abou t 50% by 1995 (based on 1985 levels). Clearly, a need exists
therefore to establish baseline (1985) loads and to monitor inputs fro m year
to year to determine whether the remedial measures being taken to improve411 the situation are eff ective. The Depart ment of the Environment, the Nation al
Rivers Authority and the River Purifi cat ion Boards are actively formulating and
implementing North Sea Act ion Plans and for marine inputs are basing their
data on the Paris Commission methodology.

•

At the tenth meeting (June 1988) of the Paris Commission establishe d by the
• Convention for the Preven tion of Marine Pollution from Land-based Sources, a

comprehensive study of riverine inputs to the northeast Atlantic was planned.
•

•
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•

•

• Measurements for this stu dy are being taken from 1990 and a review by an
ad hoc  Working Group on Inpu t Data is due in the autumn of 1991. O ther

• existing and poten tial sou rces of river loads survey data and information are
(a) reports of estuary management committees (e.g. The Water Quality of the

• Humber Es tuary, 1987 (H oward and Urquhart, 1988)), (b) annual reports of
the International Council for the Protection of the Sea (e.g. Anon., 1984 ;

• Bewers and Duinker, 1982), (c) the Joint Group of Experts on the Scientifi c
Aspects of Marine Pollut ion (e.g. GESAM P, 1987) and (d) other repo rts

• prepared for the Department of the Environment (e.g. Grogan, 1984).

• As par t of the programme of North Sea research being undertake n by the
Natural Environment Research Council, freshwater inpu ts from the major

• estuaries are required. However, given the practical problems of measuring net
se awar d fl ow in tidal areas, recourse has had to be made to adjusting

• measurements fro m further upstream - where fl ow is unidirection al. The
Instit ute of Hydrology has recent ly supplied the Proudman Oceanographic

• Laboratory with estimates of daily freshwater infl ows fro m the following
estuaries for 1988 and 1989: Firth of Forth, Tyne, Tees, Humber, The Wash

• and Thames.



4. Simu la tion a nd Methods Inves tigation of
Load Estimates for Rivers (SMILER)

41 INT RODUC TION

A basic problem in assessing load estimation methods, name ly that only rarely
are there suffi cient streamflow and concentration data available from which to
calculat e 'true' loads, has been discussed earlier in this rep ort. Some previous
investigations have, therefore, determined the relationshiji s between errori in
loads and other facto rs (e.g. sampling frequency, estimation me thod) by
employing synthetic data (e.g. Dolan  et  at ,  1981; Richards and Holloway, 1987;
Young  et  at ,  1988) . However, such invest igat ions have been concerned
invariably with specifi c load estimation pe riods (e.g. annu al) and specifi c
determinands at part icular sites of local importance. Although, undoubtedly, the
results of such exercises are extremely useful, it is problematical to tran sfer the
information thus gained to other combinations of estimation period , site and
determinand (exhibiting probably quite diff erent hydrological and hydrochemical
responses).

A requirement was perceived, therefore, for a scheme of synthesising long time
series of fl ow and concentrat ion data such that the dynamic hydrological and.
hydrochemical behaviour (of particular determinands) can be simulated for the
full range of typical conditions likely to be encou ntered in the United
Kingdom . Time series generated by such a scheme can then be sampled at
any frequency, and correspond ing loads est imated by any method over various
estimation periods can then be compared to ' true ' values. In this way it
should be possible to make generalisations abou t the re lationships between
errors in load estimates and a number of factors (est imation method ,
hydro logical response, hydrochemical response , estimation period). The program
described below, Simulation and Methods Investigat ion of Load Estimates for
Rivers (SMILE R), is an initial at tempt to provide such a scheme for data
generation and includes facilities for comparing the perfo rmance of load
estimato rs.

Concen trat ion data can be generated by SMILER from streamflow data
employing a (fi rst order) transfer function model of the form introduced
earlier in this rep or t (see sectio n 2.4). In some cases it may be possible, as
a separate exercise, to calibrate a transfer function model for this purpose
from a period of record when both fl ow and concentration are available at
high frequency. Otherwise, the parameters of a transfer function model can be
prescribed which , for a given streamfl ow data input, give an outpu t which
approximates to the response for the type of determinand of intere st. In
either case the objective is to obtain a time series for concentration which is
reasonable with - respect to the actual response; it is no t necessary to rep roduce
exactly any complex behaviour due, for example, to exhaustion of the sou rce
of material, t hough the neare r to realistic behaviou r the be tter will be the
results. Facto rs which can be controlled by the current version of SMILE R
are (a) the coeffi cient of variation in concen tration (b) whe ther concentration
increases or decreases with fl ow and (c) the degree of hystere sis in the fl ow -
concentration relationship.
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•

•

• Similarly, for applications where fl ow data are not available, streamtlow data
can be generated by  a  (second order) transfer function from an input of

41, eff ective rainfall data (i.e. rainfall minus evapotranspiration 'losses' ). In some
cases the eff ective rainfall data and the par ameters of a transfer function

• derived from rainfall - runoff mod elling by IHA CRES (Jakeman, Littlewood
and Whitehead, 1990), refe rred to br iefl y in section 2.6, can be employed. In

• o the r cases it might be suffi cient, for initial assessment purposes, to treat a
time series of observed rainfall as eff ect ive rainfall and to simply prescribe

• transfer function parameters which produce a synthetic hydrograph of desired
properties. •Under cer tain circumstances it should be possible to employ the

• hydrograph separation facility of IHA CRES (quick and slow fl ow) to
invest igate relationships between stream concentration and the variable mixing

• of component fl ows.

• 4.2 DE MONSTR ATI ON OF SMILER
•

The series of Figures 4.1 to 4.3 illustrates the ability of SMILER to simulate
• a wide range of hydrological and hydrochemical behaviour types. Figure 4.1

shows the performance of an IHA CR ES (Jakeman, Littlewood and Wh itehead,
• 1990) rainfall - streamfl ow model (daily data) calibrated for a 20 km'

catchment in south -west England over a period of about 3.5 years. There are
four parameters in the second-order eff ect ive rainfall - streamflow transfer
function mo del. The goodness-of-fi t is not of prime importance to the data

• gene ration exercise but it can be observed that the rainfall - str eamfl ow model
(6 paramete rs — 4 in the transfer function an d 2 in the rainfall - eff ective

• rainfall part of the model) reproduces the measured streamflow tolerably well.
Other hydrological response types can be simu lated from the same eff ective

• rainfall shown in Fig. 4.1 by varying the parameters in the second-order
transfer function.

•
Alternatively, SMIL ER can use long time series of observed fl ow data for a

• particular site retr ieved fro m the Surface Water Archive, or any other data
sou rce .

•
Figure 4.2 shows the IFIACRES hydrograph separa tion corresponding to the
mo delled fl ow in Fig 4.1. To estimate the fl ow components of an observed
hydrograph, and to allow for diff erences between modelled and observed

• streamfl ow, the variable ratio of modelled component fl ow and mo delled
streamfl ow should be applied to observed streamflow.

Figure 4.3a reproduces the modelled flow data shown in Fig. 4.2 and shows
• addit ionally a time series o f synthetic concentration genera ted from that fl ow

data by a fi rst-order transfer funct ion (see equation (2.10) . Four parameters
• contro l the scale and shape (including the degree of hysteresis) of the

concent rat ion response These are the two parameters of a fi rst-order transfer
• function, an initial concentration level (10 mgå in Fig 4.3a) and a

concent rat ion/dilution (+ve/-ve fl ow - concentration relation) on-off switch. By
varying these values a wide range of concentration behaviou r types can be
simula ted. For example, the mo re pronounced +ve concen tration response

• shown in Fig. 4.3h was ob tained simply by changing the parameter in the
numerator of the transfer function from -0.7 to -0.85. The more subdue d -ve

•

•
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concentration response shown in Fig. 4.3c was obtained by reversing the on-off
switch referred to above and setting the parameter in the numerator of the
transfer function to -0.5.

A lternatively, in the event that matching time series of observed fl ow and
concentration data for a particular determinand over a long period are
available, and that these adequately defi ne the cont inuous variat ions of
concentration and fl ow, SMILER could receive an input of the observed
concentration data. Most oft en, the user of SIvITLER will assume a dynamic
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•
•
• response type (with respect to str eamfl ow) for a determin and and site of

• inte rest, basing this on inspection of available fl ow and concentration data The
paramete rs in SMILER which control the scale an d shape of concentration

• responses can then be adjusted by 'tr ial and error' until an acceptable
approximation of the desired behaviour is obtained. Since it is not necessary

• to have time series which are excellent approximat ions of reality, on ly that
they are reasonable, this procedure is deemed adequate for initial assessment

• and comparison purposes.

• When flow and concentration time series of the desired dynamic characteristics
and recor d length have been accessed from databases, or generated using

• SM IL ER, as described above, a 'true ' load can be calculated . The accuracy of
loads estimated from the same time series by a variety of methods an d using

• diff erent sampling frequencies can then be assessed against the 'true ' load
(taking the mean or median of load estimate replicates as the best estimate).

• Precision can be expressed as some measure of the spread of the load
estimate replicates about the mean or median. SMILER cu rrently can assist

• with assessments of the effi cacy of three interpolation methods of load
est imat ion , namely Method 2, Method 5 and the Beale Ratio estimato r.

• Defi nition s of Methods 2 and 5 were given in section 2.2. The Beale ratio
estimator has been employed extensively in North America (e .g. You ng et at ,

•
•

1988) and involves applying
to Method 5.

a multiplicat ive correction

Ski

factor F, given by (4.1),

1

•
• F -

1 + .
N

(4.1)



units are permitted in SMILE R; fl ow, concent rat ion, load and time interval are
assumed to be either (a) l/s, geq/I, equivalen ts and hours respectively or (b)
m3/s, mg/I, tonnes and . days respectively.

For the period of record selected and a user-specified range of sampling
interval (incremented in user-specifi ed steps), SMILE R est imates the load by
each of the three methods introduced above. In each rase the estimated load
is replicated 50 times by starting at the 1st , 2nd, . , 50th point of the
specifi ed period. This method of rep lication may not be r igorous statistically
bu t it does provide a spread of estimate values which can be examined with
re spect to bias and precision. Unlike some other methods, therefore, SMILE R
permits assessment of the eff ects on errors of (a) length of record and (b)
hydr ochemical response with in a specifi ed period of record. In order that
the 50 load replicates are based on nearly the same 'true' value of load and

• therefore that no apparent bias is introduced, periods of record for an alysis by
SMI LER should be chosen such that the var iation in fl ow and concentration
over at least the fi rst 50 points in the record is subdued with respec t to the
variation over the remainder of the record. In most cases the end of a fairly
long period of fl ow recession meets this requirement. .

A lthough SMILE R can produce tabular ou tpu t corresponding to the exercise
described above, the most useful outpu t is a plot showing how the median
and user-specifi ed percentiles of the distr ibu tion of replicated estimates for
each estimation method change as the sampling interval increases. For example,
Fig. 4.4 shows how, for the data shown in Fig. 4.3c (starting at sequence
numb er 360) , the bias (median) and precision (in terms of the 20 and 80
pe rcentiles) vary for Method 2 and 5 loads as the sampling interval increases
to 30 days. (The reader is asked to apply visual smoothing to the oscillat ions
which arise because of the discrete, rather than continuous, nature of the
sou rce data.) I l e superiority of Method 5 over Method 2 is clear from Fig.
4.4. Whereas for Method 5 the bias is almost zero at all sampling intervals up
to 30 days, and precision increases only to about 1% at 30 days, the bias for
Me thod 2 is about +2% to +3% over the range of sampling intervals and the
precision, even at small sampling intervals, is considerably greater than for
Me thod 5.

Figure 4.5a corresponds to the data shown in Fig. 4.3b, i.e. concentration
increasing with fl ow, and shows again the clear supe riority of Method 5 over
Method 2; the performance (bias and precision) of Method 5 is similar in
both Fig. 4.4 and Fig. 4.5a but Method 2 precision is poorer in Fig. 4.5a,
corresponding to a +ye fl ow - concentration re lat ion, though Method 2 bias in
bo th cases is about the same at just under +3%. The eff ect of applying the
Bea le Ratio estimator to the data shown in Fig. 4.3b is shown in Fig. 4.5b; in
this case there appears litt le to be gained by incorporating this complex
adjustment in the estimation procedure.

The examples given so far are for a load estimation period of about 2.5 years
(sequence numbers 360 to 1261); for the fl ow and concentration shown in Fig.
4.3b the 'true' load over th is period is 533 tonnes. Figure 4.6 shows
SMILE R profi les for Methods 2 and 5 for the load estimation per iod from
sequence number 360 to 750 (about 13 months), during which the 'true ' load
for the data shown in Fig. 4.3b is 245 tonnes. Figure 4.6 shows quite clearly
that the performance of Method 5 over the shor ter period of estimation
remains acceptable. However, the bias in Method 2 at high sampling

•
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fre quencies has r isen fro m ab out 3% for (t he lo nge r est imation pe rio d of
ab out 2.5 years) to about +6%,, decreas ing gradually (fo r rc asons no t ye t fu lly
unde rstood) to 3% or 4% at a sampling interval of 30 days. The precisio n

• of Method 2 for the sh orter es t imation pe riod is wo rse than for Method 5
over the ra nge of samp ling int erva ls.
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Figure 4.4 Method s 2 and 5 bias and p recision versus samp ling

• in terval - concentration decreasing with streantfl o w - 2 5
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43 AN EXA MPLE - ERRORS TN NIT RA TE LOA DS FOR
• T HE STOU R A T LAN GHA M

Consider now the specifi c problem of assessing errors in nitrate loads for a
• fair ly large catchment in East A nglia. Figure 4.7 shows the fl ow and nitrate

data taken from the Harmonised Monitoring Scheme database for the 13.5
• years January 1974 to June 1987 for the 578 km2 Stour at Langham. Clearly,

there is a +ve fl ow - concentration relationship but the corresponding scatter
• plot shown in Fig. 4.8 indicates that a simple linear regression model would

be a totally inadequate description of the dynamics involved. SMIL ER reads
• in the continuous 15-year (1974 to 1988) record of daily mean fl ows for the

Stour at Langham from the Surface Water Archive and, assuming no other
information is available, it then generates from t hose flow . data a continuous
t ime series of concentration data which conforms approximately, in terms of

• mean and range, to the nit rate data taken from the Harmonised Monitoring
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Scheme database. The degree of hysteresis int roduced for this demonstratiOn
case is arbit rary but the scatter in Fig. 4.9 agrees fairly well with that in

•
Fig. 4.8.
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Figure 4.9 Scatter p lot  of  'nitrate ' concentration generated by SM IL ER

• f rom 1974 - 1988 da ily m ean f low data f or the Stour at

•
L angham taken f rom the Surf ace Water A rchive.

• No at tempt has been made here to cal ibrate a transfer function model using

•
the limited amount of nit rate data available from the Harmonised Monitoring
database. These data are not spaced regularly in time and therefore would

•
present dif fi cult ies in analysis to calibrate a model. However, the synthetic
nitrate concentration data generated by SA IL ER are reasonable in that the

•
annual ' true' loads are, in most cases, not total ly disimilar to the loads
calculated by Methods 2 and 5, as shown in Table 4.1. Of the 11 years when
all three estimates are available there are

•

6 where Method 2 < Method 5 < SMI LER
• 3 where Method 5 < Method 2 < SMILER

and 2 where SMI LER < Method 5 < Method 2.
•

Bearing in mind that individual Method 2 and Method 5 est imates could have
• large errors, and that these Methods are likely to under-estimate river loads,

the SMI LER estimates are considered to be acceptable.
•

•

•

•

•
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•

•

• Table 4.1 Comp arison of  annual  load s calculated by  Methods 2 and
5 and by SMILER

STO UR AT LANG HAM
• NITRAT E LOAD  (tonnes)

YEAR NUMBER OF ME THO D 2 ME THO D 5 SMILER

• SAMP LE S ESTIMATE EST IMATE T RUE'

•

• ' Sample concentrations do not adequately cover the calendar year or data not available.

•
Figure 4.10 shows the 15-year record of observed daily mean fl ow (from the

• Surface Water A rchive) and synthetic nit rate concentration (gene rated by
SMILER) . These t ime series may now be employed to compute a 'true ' loa d

• against which combina tions of sampling frequency and estimation me thod can
be assessed . A s given in Table 4.2, the ' true ' load for the period betwee n

• sequence nu mbers 150 and 5479 (14.6 years) in Fig. 4.10 is 21110 tonnes;
' true ' average flux is 45.8 g/s; average fl ow is 33 cumecs; 'true' arithmetic

• average concen tration is 10.5 mg/I. The other statist ics in Tab le 4.2, describing
the variability of, and association between, fl ow and concentration over the

• estimat ion pe riod, will assist with further development of SMILE R.

•

•

•

•

•

•

•

• 5 3
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Table 4.2 SMIL ER 'nitrate ' load statistics f or a 14.6 year p eriod f or
th e Stour at L angharn.

Stour (578 sq.km.)

Number of samples
First po in t in series

Load has been estimated between
sequence numbers 150 and 5479 (days)

ai d = -0.955 cl start
b0c1 = 0.075 idil

"True"
"True"
"True"
"True"

Flow - concentration model parameters

load
ay. fl ux
average fl ow
arith. ay. concl

Coeffi cient of variation (flow)
Coeffi cient of variation (Concl )
Ratio
Correlation coeff . (fl ow,concl )
Coeffi cient of variation (load)
Variability Index, VI
Coeffi cient of variation (C0 )
Standard deviation , C
St andard deviation , Q
Standard deviation, CO
Standard deviation , 0

The variation in level of bias and precision of Method 5 load estimates for
the 14.6 year period as sampling interval increases is shown in Fig. 4.11.
A lthough bias, calculated as the median of replicates, becomes more variable
as sampling interval increases it appears that, on average, Method 5 in troduces
little bias. By visually smoothing the curves in Fig 4.11 it can be observed
that precision worsens in an approximately linear mann er from close to zero at
a sampling interval o f one day to abou t +/-3% at 30 days. Figure 4.12 shows
that, for the same data and estimation period, Method 2 also introduces litt le
bias bu t precision is about +/-10% at 30 days.

Similar plots can be produced by SMILE R for any specifi ed period within the
data shown  in  Fig. 4.10, enabling the user to invest igate how errors in load
estimates are infl uenced by the length of the estimation period and the
variability 'of flow and concentration during that time. Figures 4.13 to 4.15 and
Tables 4.3 to 4.5 correspond to Me thod 5 estimates for the periods be tween
sequence numbers (Fig. 4.10) 150 and 2500 (6.4 years, 8139 tonnes), 150 and
1400 (2.8 years, 3925 ton nes) and 150 and 600 (1.2 years 2377 tonnes)
respectively. It would appear from th is series of plots that there is litt le

5 5

= 5479 (days)
= 1

5.000 mg/I
2

21110 Tonnes

•

45.849 g/s

•

3.309 cumecs
10.507 mg/I

1.368
0.399
0.292
0.583
1.950
1.239
1.950
4.196 mg/I
4.528 cumecs

89.420 g/ s
45.849 g/s



•

5

- 5

Method 5 —

(Med ian, 20 %ile, 80%He)

5 10 15 20 25

Sampling interval (days)

3 0

5 6
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• Figure 4.12 Methods 2 and 5 bias and p recision versus samp ling
interval f or a 14.6 year 'nitrate ' load f or the Stow at

• L anghanz.

•

•

•

•

•

•

S .
5 7

•

•



•

*

•

•

•

•

•
Method 5  

• 5
• (Median, 20%ile, 80%ile)
•

0

• Ic5 0

•
•
•
• 5 10 15 20 25 30

• Sampling interval (days)

•

•

•

• Figure 4.13 Mediod 5 bias and p recision versus samp ling interval f or
a 6.4 year 'nitrate ' load f or the Stow at L angham .

•

•
•

5 8



•

•

•

•

•

•

•

•

•

• Method 5  

• (Median, 20%ile, 80%ile)

• 5

•

• 0
cl) 0

• if)

•
aR- 5•

•

•
5 10 15 20 25 30

• Sampling interval (days)
•

•

•

• Figure 4 14 M ethod 5 bias and precision versus samp ling interval
f or a 2 8 year 'nitrate ' load f or th e Stow at &Ingham.

•

•

•

•

•

•

•
5 9

•

•



- 10

Method 5

10 (Median, 20%ile, 80%ile)

5 10 15 20 25

Sampling interval (days)

60

30

Figure 4.15 Method 5 bias and precision versus sampling interval
for a 1.2 year 'nitrate' load f or the Stour at Langham.



deter io ration in bias and precision in Method 5 estimates as the estimation

•
period decreases from abou t 6 years to about one year. Bias remains small as
estima tion period decreases in this range, and the modest changes  in  precision
could be due to differences amongst the periods in variab ility of fl ow and

• concentrat ion (see next paragraph) . Figure 4.16 reproduces the Method 5 curve
in Fig. 4.15 on a diff erent scale and shows also that Method 2 est ima tes for

• the 1.2 year period are about +1-20% at 30 days compared with about +1-10%
at 30 days for the 14.6 year period (F ig. 4.12).

•

• Table 4.3 SMILER Stitrate ' load statistics f or a 6.4 year p eriod f or
the Stour at L angharn.

•

• Stour (578 sq.km.)

• Number of samples = 5479 (days)
First point iW series = 1

Load has been estimated between
• sequence numbers 150 and 2500 (days)

•

Flow - concentration model parameters
•

a l cl = -0.955 cl sta rt 5.000 mg/ I
• b0c1 = 0.075 idil 2

• "True" load

-

8139 Tonnes
"True" ay. fl ux • 40.087 g/s

• "True" average fl ow 2.945 cu mecs
"True" arith. ay. concl 9.898 mg/1

•

Coeffi cient of variation (fl ow) = 1.409
• Coeffi cient of variation (concl ) 0.424

Ratio = 0.301
• Corre lation coeff . (fl ow,concl ) - 0.629

Coeffi cient of variation (load) 1.873
• Variability Index, VI . 1.242

Coeffi cient of variation (CQ) = 1.873
• Standard deviation , C = 4.194 mg/1

Standard deviation , Q 4.149 cu mecs
• Standard deviation, CQ 75.102 g/s

Standard deviation . 0 = 40.087 g/s
•

•

•

•

•

•

•

• 6 1

•



Table 4.4 SM ILER t titra te ' load statistics f or a 2 8 year p eriod f or
the Stour at L angham .

Stour (578 sq.km.)

Number of samples
First point in series

Load has been estimated between
sequence numbers 150 and 1400 (days)

= 5479 (days)
= 1

Flow - concentration model parameters

alcl = -0.955 cl start

•

5.000 mg/I
b0c1 = 0.075 idil

•

2

"True" load 3925 Tonnes
"True" ay. fl ux 36.343 g/s
"True" average fl ow 2.713 cumecs
"True" arith. ay. concl 9.532 mg/1

Coeffi cient of variation (fl ow) . 1.453
Coeffi cient of variation (concl ) = 0.431
Ratio . . 0.296
Correlation coeff. (flow,concl ) 0.647
Coeffi cient of variation (load) . 1.964
Variability Index, VI 1.255
Coeffi cient of variation (CQ) - 1.964
Standard deviation, C = 4.106 mg/I
Standard deviation, 0 = 3.943 cumecs
Standard deviation, CO = 71.360 g/s
Standard deviation, 0 . 36.343 g/s

6 2



Table 4 5 SMI L ER Stitrate ' load statistia f or a L 2 year p eriod for
the Stour at L angham.

Stour (578 sq.km.)

Number of samples
First po in t in series

Load has been est imated between
sequence numbers 150 and 600 (days)

Flow - concen tration model parameters

aid = -0.955 cl sta rt 5.000 mg/I
b0c1 = 0.075 idil 2

"True" load = 2377 Tonnes
"True" ay. flux 61.138 g/s
"True " average fl ow 4.000 cumecs
"True" ari th. ay. concl 11.666 mg/I

6 3

= 5479 (days)
= 1
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• Figure 43 6 Methods 2 and 5 bias and p recision versus samp ling
intetval f or a 1.2 year titrate ' load f or the Stour at

• L angham.

•
The infl uence on erro rs of the variability in fl ow an d concentration during an

• estimation period can be assessed by applying SMILE R to periods of equal
length where the variability is quite diff erent. Figu re 4.17 shows Method 5

• curves for the one year period betwee n sequence numbers (Fig. 4.10) 600 and
965 (low flows and relatively subdued concentration response - 298 tonnes)

• and Fig. 4.18 shows similar curves for the period between 1700 and 2065
(re latively high fl ows and mo re pronounced concentration response - 2051

• tonnes). Tables 4.6 and 4.7 correspond to Figs. 4.17 and 4.18 respect ively. Fig.
4.17 shows that for the year with a low nitrate load the bias is less than 1%

• and the precision is better than 2% for a sampling interval of 30 day& Fo r
the year with a relat ively high nitrate load, bias is again typically less than 1%

• bu t precision at a 30 day sampling interval is about +1-7% . (The reason for
the downward trend in bias in Fig 4.17 is not clear but it could be due to
relat ively high variability, in the fi rst 50 samples, with respec t to the remainder
of the one-year record — see also the downward trends in Figs. 4.14 and

• 4.15.)
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Figure 4.18 Method 5 bias and p mcision versus samp ling interval f or
a one year, high nitrate load p eriod f or the Stour at
L angham.

The benefit of the additioh al information in the 'co ntinuous' fl ow record, as
utilised by Method 5 above, is clea r. Precisions of corresponding Method 2
estimates (the SMILE R plo ts are no t given here) are inferio r, abou t +/- 10%

110  for the 'low load' year and about +/-20% for the 'high load ' year.

1110  The su rprisingly good precision in annual nitra te loads estima ted from just 12
or 13 samples per year for the Stour at Langham (+/- 2% in a l ow load '
year and +/- 7% in a 'high load' year) should be . viewed with cau tion. In
practice, there will be add itional components of random error which arise
during the measurement processes (not dealt with here). Furthermo re, it
shou ld be remembere d that the synthe tic concentration data were generated
using a model structu re which, though arguably superior to a simple regression
model (because it can incorporate at least some hyste resis), does no t allow for
time-variant fl ow - concent ratio n responses which may exist in the real world

6 6



(due to exhaustion or seasonal changes from a dilution to a purging

•
mechanism). The parameters of the transfer function employed to generate the
synthetic concentration data were necessari ly selected in a somewhat arbitrary

•
way.

•
The 'ni trate' concentration time series generated here by SMI LER cannot be
expected, therefore, to reproduce faithfully the unmeasured daily sequence of
nitrate concentration for 1974 to 1988 for the Stour at Langham. A lthough
Table 4.1 indicates a reasonable agreement overall between annual SMILER
'true' loads and loads estimated by Methods 2 and 5, there are signifi cant

• diff erences in individual years. I t is not possible to draw any fi rm conclusions

•
from this observation (since we do not know any of the t rue annual loads)
but it does warn against unconditional acceptance of the provisional SMIL ER
results. I f dai ly observed nitrate concentrations were available for the 15 year
period (better — if hourly data were available), analysis might reveal that j ust
12 or 13 samples per year give annual loads with worse precisions than
indicated by the SMILER results presented here. Further work is required to
test and develop SMI LER to ensure better representativeness of synthetic

• data.

• H owever, the SMI LER analyses related to the Stour at Langham presented
here confi rm at least two important points made earl ier in the report. First,

• the precision in annual load estimates of a determinand like dissolved nitrate
is typically much better than precision in annual load estimates of suspended

• sediment — because of the relatively subdued degree of variation of nit rate
concentration compared with that for suspended sediment. Second, the
precision of annual load estimates varies considerably from year to year
according to changes between years in the level of hydrochemical activity.

•

SMIL ER can be operated in a similar manner for almost any combination of
hydrological and flow-concentration behaviour types characterised on the basis
of available time series and information. In this way SMI LER can, subject to
its current preliminary stage of development, assist with either (a) the design
of a sampling strategy for a particular determinand at a given site to obtain

• specifi ed levels of accuracy and precision for mass loads or (b) the converse
of (a), namely assessing the likely levels of accuracy and precison in mass

• loads of a given determinand at a part icular site and for a specified sampling
strategy.

•



Table 4.6 SMIL ER 'nitrate ' load statistics f or a low-load year.

Stour (578 sq.km.)

Number Of samples = 5479 (days)
First poin t in series = 1

Load has been estimated between
sequence numbers 600 and 965 (day)

Flow - concentration model parame ters

alcl = -0.955 cl start 5.000 mg/I
bed = 0.075 idil 2

"True" load = 298 Tonnes
"True" ay. flux . 9.461 g/s
"True" average flow . 1.246 cumecs
"True" arith. ay. concl . 7.141 mg/I

Coefficient of variation (fl ow) = 0.815
Coeffi cient of variation (concl ) = 0.127
Ratio . 0.156
Correlation coeff . (flow,concl ) 0.611
Coeffi cient of variation (load) = 0.938
Variability Index, VI = 0.845
Coeffi cient .of variation (CQ) . 0.938
Standard deviation, C = 0.908 mg/I
Standard deviation, Q . 1.015 cumecs
Standard deviation, CQ = 8.870 g/s
Standard deviation, 0 9.461 g/s

6 8



Table 4.7 SMIL ER 'nitrate ' load statistics f or a high-load year.

Stour (578 sq.km.)

Nu mber of samples = 5479 (days)
First po int in series = 1

Load has been estimated between
sequence numbers 1700 and 2065 (days)

"Tr ue" load
"True" ay. flux
"True" average fl ow
"True" arith. ay. cone 1

Flow - concentration model paramete rs

a l cl = -0.955 cl sta rt 5.000 mg/I
b0c1 = 0.075 idil 2

2051 Tonnes
65.033 g/s
3.966 cumecs

11.608 mg/l

Coeffi cient of variation (flow) 1.316
Coeffi cient of variation (concl ) 0.478
Ratio 0.363
Correlation coeff . (fl ow,concl ) 0.656
Coeffi cient of variation (load) 1.643
Var iability Index, VI 1.181
Coeffi cient of variation (CO )

•

1.643
Standard devia tion, C 5.544 mg/I
Standard deviation, Q

-

5.219 cu mecs
Standard deviation, CQ 106.849 g/s
Standard deviation, Q 65.033 g/ s

6 9



•

•
•

• S. United Kingdom r iver quan tity a nd quality
• databases

•

• 5.1 INTRODUC TI ON

•
A clearly defi ned need has long been perceived for river fl ow databases for

• describing fl oods and droughts to assist with the planning, design and optimal
operation of river channel fl ood control works and water supply schemes. A t

• the national scale, the Surface Water Archive and other related databases
maintained at the Institute of Hydrology service the need for information on

• water quantity. The Surface Water Archive receives data and information
mainly from the regional Divisions of the National Rivers A uthority covering

• Engfand and Wales, the River Purifi cation Boards covering Scotland and the
Department of the Environment (Northern Ireland).

•
Environmental management today recognises more widely that the quality of

• our natural and engineered water resources is of equal importance to the
quantitiy aspects. A t the national scale, the repository of river water quality

• data is the Harmonised Monitoring Scheme database maintained by the
Department of the Environment (Her Majesty's Inspectorate of Pollu tion). (I t

• appears likely that in 1991, responsibili ty for the Harmonised Monitoring
Scheme database wil l be transferred to the National Rivers Authori ty.) Data

• input to the Harmonised Monitoring database are principally from the National
Rivers Authori ty and the River Purifi cation Boards (river quality data from

• Northern Ireland are not input to the database currently).

• For historical reasons mainly, but also because of diff erences in the types of
data, existing provisions for data retrieval , presentation and analysis vary

• between the national quanti ty and qual ity databases. In the context of river
load estimation i t is necessary to consider the best way Of j ointly exploiting

• such databases. The following sections give brief descriptions of the national
databases, including details of their data retrieval and analysis facilit ies. The

• scope of Geographical Information Systems (GIS) generally, and the Water
Information System in particular, for river loads data and information

• processing, is also discussed briefl y.

•

• 5.2 THE SURFACE WATER ARCHIVE

•
The following points of interest are taken from a historical perspective of the

• Surface Water A rchive given by Lees (1987).

• In the 19th century regular river flow measurement was restricted to the
Thames at Teddington and the Lee at Feildes Weir, but the need for a

• comprehensive survey of inland water quantity was already perceived. Early this
century it was suggested that effl uent standards should be adjusted according

• to the dilution available in the receiving watercourse, and some river fl ow
measurements were made accordingly for planning purposes. The decision to

•

•

•• 7 0
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under take an Inland Water Survey was taken in 1934; systematic river fl ow

•
measurement thr oughout .the United Kingd om commenced, supported by regular
publica tion of corresponding data and information in a Yearbook format.

• The earliest Surface Water Yearbook, for the years 1935 and 1936, published
daily .mean river fl ow for 28 stations. Publica tion of Yearbooks has continued

• to the present day (albeit 'with some pub lica tion delays), evolving in style and
conten t as administ rat ive responsibilities for river fl ow measurement and
main tainance of the national database changed, an d as information technology
develope d. From 1982 onwards, management of the Surface Water Arch ive

• and publication of hydrological data covering the United Kingdom has been
undertaken by the Natural Environment Research Council (at the In stitute of

• Hydrology in collaboration with the British Geological Survey). Currently, the
Archive contains data for abou t 1300 sites, abou t 1000 of which are extant.

• On a 'following year' basis the annual "Hydrological Data UK" publishes river
fl ow data and informat ion for about 200 sites. A ll the data in the Archive

• are sto red in a computer system and "Hydro logical Data UK" gives deta ils of
available data ret rieval options (e.g. simple tabulations, hydrograph plots,

• fl ow-duration curve summaries). Effectively, and only for a modest handling
charge, river fl ow da ta and information for almost any measuring station in

• the United Kingdom are readily available to a wide range of customers in
pre-p rocessed, quality controlled formats. Figure 5.1 shows the daily mean

• fl ows, and summary sta tistics, for the Stour at La ngham taken from the 1989
Yearbook in the "Hydrological Data UK" series.

•

When environmental managers need to establish what river quality and quantity
data are available it oft en requires separate enquiries within the same
organisation, and sometimes enquiries to diff eren t organisations. In recognition

• of the increasing need for river quality and quantity data and information to
be made available together, the series "Hydrological Data UK" now includes

• summaries of river quality data from a selection of Harmo nised Monitor ing
sites. With agreement from Her Majesty's Inspecto rate of Pollution, the 1986,

• 1987 an d 1988 Yearbooks presented statistical summaries for the year , and for
the pe riod of previous record, for about a dozen determinands from 16 sites.
In the 1989 Yearbook the number of sites has been increased to 32 (two of
which are in Northern Ire land) and a greater range of determinands is

• featured. Figure 5.2 shows river quality sta tistical summaries for four sites
(including the Stour at Langham) reproduce d from the 1989 Yearbook. It is

• intended to exte nd this service by giving river loads — provided these can be
estimated with acceptable accuracy and precision.

•

53 T HE HARMONISED MONITO RING SCHEME DATABASE
•

• Systematic measurement of river quality, and the collection, collation and
publication of river quality data on a nation al scale do not have the same

• depth of history as outlined above for quantity data

The fi rst modern River Po llu tion Survey was undertaken for 1970. Although
improvements were introduced into the 1972 and 1973 Surveys, it was
recognised that the nature of the river stretch classification, based largely oh
BOD levels and whether or no t there were discharges to the stretch, rendered

•
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St at io n an d ca t c hm en t descr ipt ion
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Figure 5.1 Stour at L angham daily mean f lows and hydrological
sum mary f rom 'Hydrological Data UK : 1989 ".
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•
• the Survey somewhat subjective. Nevertheless, River Pollution Surveys give a

valuable 'snapshot ' of the state of the nation's r ivers.

The Harmo nised Monitoring Scheme was initiated in 1974 to complement the
River Pollution Survey information-base by providing more quantitat ive
information on the condition of rivers. From the ou tse t, one of the specifi c
objectives of the Harmonised Monitoring Scheme was

" . . . to enable an assessment to be made, in connection with
international obligations, of the materials car ried down rivers into the
se a; in due course, this will be supplemented by estimates of other
po llut ing loads entering estuaries and the sea . . . " (Simpson, 1978) .

A further need for the Harmonised Monitoring Scheme was

"To enable long-term trends in river water quality to be identifi ed."
(Simpson , 1980) .

Recognising the importance of such a database for environmental man agement
generally, it was intended to pub lish a summary of information each year .
However , publication of river quality data summaries fro m the Harmonised
Monitoring Scheme database comparable to the Yearb ook series for river flow
data has yet to be achieved (but see the next paragraph) . Mean annu al
concentrations for a select ion of determinands and rivers have been published
in the "Digest of Environmental Pollution Statist ics" (e.g D OE, 1978; 1980)
bu t this pract ice appears to have been discontinued. A recent "Digest" contains
estimates of United Kingdom heavy metal inputs by rivers (and via other
routes) to the North Sea (DOE, 1990). The sou rce of this information is
given as the Second Inte rnational Conference on the Protection of the North
Sea, 1987.

Understandably perhaps, a large part of the eff or t expended on the
Harmo nised Monitoring Scheme to date appears to have been in the area of
Analytical Data Quality Control. It is essential, for comparisons between sites
at a particu lar time and for data analysis of time series for a particular site ,
that concentrations are measured consistently over time by the diff erent
laborato ries involved. The Water Research Cent re co-ordinates the water
indust ry eff ort in the area of Analytical Data Quality Control (Cheeseman and
Wilson, 1978) and the Committee for Analytical Quality Co ntrol (Harmonised
Monitoring) agrees and promulgates sampling and analytical procedures for
particular de terminands (e.g. Co mmittee for Analytical Quality Control, 1984).

It appears that attention was given init ially to the adequacy of the
measurement network for assessing average concentrations, ra ther than river
loads. A broad objective of the Scheme was that the average concentration
for each determinand calculated from sample values should have a 95%
probability of being within 20% of the true value (Simpson, 1980) .
Unfortunately, no similar broad objective appears to have been set for
assessing the effi cacy of the Harmonised Monitor ing Scheme for estimating
river loads.

Joint explo ita tion and assessmen t of the national river fl ow and quality
databases for river loads estimation has been minimal and , where this has
been attempted, the best methods may not have been used (see Chapter 3 for
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•

• discussion of some of the ad hoc studies where Harmon ise d Monitor ing and
Surface Water Archive data have been employed for river loads estimation).

• The databases are managed quite independently of each other, though
exchanges of data .and information between the databases for a var iety of

• pu rposes are becoming increasingly frequent For example, data exCh anges
have been made for estimation, by Her Majesty's In spectorate of Pollution, of

• nu tr ient loads to the North Sea (B.G. Goldstone, personal communicat ion),
and for this stu dy.

•

•
5.4 THE WATE R AR CH IVE AND CHANGIN G

• INF ORMATION TE CHNOLOGY

•
The Water Archive is a compu ter-based data and in formation storage system

• developed in the mid 1970s jointly by the Depar tment of the Environment
(Water Data Unit) and a consortium of Regional Water Authorities. It

• rep resent s the fi rst attempt in the United Kingdom to provide a single
database system capable of handling any water-related data and information

• required by G overnment Departmen ts, or by the Water Industry, for a wide
spectr um of applications. In principle, therefore, the Water A rchive can hand le

• bo th river fl ow and concentration data and thereby ease the task of estimating
river loads. However , whilst several Regions of the National Rivers Authority

• continue to use the Water Archive structure for holding river fl ow and quality
data it appears to have not had a great impact in the area of r iver loads

• information processing, either regionally or at the national level.

• Information technology, in the form of Geographical In formation Systems
(G IS) , is moving forward apace and the next section considers briefl y if there

• might be implications for GIS in future joint exploitation of river fl ow and
concentration data for river loads est imation and related data presentation.

•

•
5.5 GEOGRA PH ICAL INFOR MATION SYSTE MS AND W I S

•

• G eographical Information Systems mark the next stage in the development of
computer databases for environmental management. A full accoun t of the

• nature of GIS, or of the exciting progress being made with this techno logy,
cannot be given here. The purpose of this section is to out line some of the

• potential benefi ts of GIS in the context of manipulating river loads data and
info rmat ion.

A GIS can store a digitised ' image' of the land sur face topography (including
• bathymetry) and register with this the position or nature of any other

geographical feature such as rivers, coastlines, fi eld boundaries, so il types,
• d ischarge points, roads, etc. Data input to a GIS from remote sensing devices

is possible. The Water Information System (WIS) is a GIS being developed
• by the Institute of Hydrology with the support o f International

Computers Limited which will allow advantage to be taken of time series data
• within a GIS framework. Thus it will be possible to store details of the

variation in time and space of such things as rainfall, st rea mflow,

•
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• point-d ischarges of contaminants to rivers, river quality, crops, fer tiliser
applications, etc., and to display these types of information in a pictorial

• format. User-inte raction with the pictorial output from WIS will facilitate data
retrieval and analysis. The market lead of WIS is in its ability to bring to the
screen the river network, maps of catchment characteristics and time series
data of any type with equal facility at an interactive speed; normal GIS cann ot
handle the huge databases required for water industry purposes. The interface
betwee n WIS and mathemat ical models o f environmental systems opens up new
areas for research and use of data and information for environmental

•
management purposes.

It is not clear yet just how th is techn ology will impact on river loads data
and information processing bu t it is clear that any GIS will not lessen the
need for careful design and operation of river quality monitoring pr ogramme s
and subsequent calculation of loads employing appropriate algorithms , though

•
the latter cou ld be incorporated into WIS.

Perhaps the greatest contribu tion WIS could make in the context of riverI loads is in 'environmental auditing'. Given the power of WIS to record and
manipu late environmental data and information in four dimensions (the three

I dimensions of space, and time), and the po tential for explo iting this power
using mathematical models, it should be possible, theoretica lly, to keep an

• inven tory of water and chemicals and pred ict their mass movements within
catchments and across the tidal lim its of estuaries. Direct discharges to

• estu aries could also  be  audited using WIS. The success of the whole idea is,
of course, subject to the availability of data with which to create, test and

• oper ate the system.



1111

•

• 6. Summary and Conclusions
•
•  Methods

•
The literature review (Chapter 2) reveals that existing methods of river load

• estimation are many and extremely varied in de tail . Some methods are
simplistic because even whe n flow and concen tration data are availab le at low

• frequency (e.g. monthly) they employ, for example, th e arithmetic mean of the
products of spo t-sampled flows and concen trations. Except when the

9 variability of fl ow and concentration are bo th small, such methods can result
in load estimates which are biased or imprecise (or bo th) to an unacceptable

• level. The terms 'precision ' and 'bias' are defi ned in the repor t. Refmements of
the simplistic method attempt to reduce bias and impr ove pre cision by

• employing carefully designed sampling strategies where the frequency of samples
spaced regu larly in time is varied between s̀tr ata ' defi ned in terms of fl ow

• thr esholds or seasons (or bo th) .

• In general , estimates based solely on infrequent spot-sample fl ow and
concentrat ion data are prone to large errors. Oft en, however, there is available

• a record of 'continuous' flow from which a 'continu ous' concentration record
may be estimat ed using a mathemat ical relationship (or mo del) between the
two variables. And better relationsh ips between fl ow and concentration lead
to be tter load estimates. It is common practice to employ the linear regression
model to relate (the logarithms of) fl ow and concent rat ion fo r load estimation
purposes bu t, because of the complexities of the physical and chemical
processes which control fl ow - concentration dynamics, the uncertainty
introduced 'by such models can be large and load estimates, therefore, can be

• rather imprecise. Furthermore, unless correction factors are applied the
resultant estimates can be heavily biased.

The inability of the simple linear regression mo del to account for any part of
• the commonly observed hyste resis in flow -' concentration relationships is one

of its major weaknesses. The transfer function mo del is de monstra ted to be
• able to account for at least some hysteresis; it is strongly recommended that

the tran sfer function mo del be more widely considered for use in . extrapola tio n
• load estimation procedures.

• Most stream water sampling is undertaken manually and does not take int o
accou nt the level and rate of change in fl ow which dominate the variation in

• fl ux of constituents. Manual sampling oft en leads to biased estimates. Where
sa mpling can be controlled continually by a compu te r linked to a streamflow

• me asuring device, it is possible, by taking samples at frequencies propor tional
to fl ow, or according to a scheme of probability sampling, to eff ectively

• eliminate bias. In the case of probability sampling, estimates of known
precision can be ob tained for specifi c periods of record. Potentially, such

• methods could lead to signifi cant improvements in river load estimates, and
greater understand ing of fl ow-conce nt ration dynamic behaviour generally.

Clearly, the costs of measur ing river loads vary according to the ' required
quality (accu racy and precision) in the estimate and are a function of the
provisions made to obta in that quality. For a given determinand, there is no
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single simple manual sampling strategy which will give estimates of known

•
accuracy and precision for the wide range of hydrological conditions
encountered in the United Kingdom. Furthermore, for those methods which
employ regular sampling irrespective of the hydrological conditions during the
period of load estimation (e.g. a year), bias and precision can vary greatly
between (annual) estimates according to differences between periods in the

• variation of fl ow and concentration. In general, load estimation is more prone
to bias and imprecision in situations (i.e. the same period at diff erent sites or
the same site for diff erent periods) where fl ow and concentration are highly
var iable.

•

Under the same hydrological conditions at a given site, loads estimated by a
given method for determinands which exhibit a high coeff icient of variation
(e.g. suspended sediment) will tend to be the most imprecise.

• Fundamental problems in assessing load estimation methods

•
A problem central to assessing methods of load estimation is the paucity of
long records of concurrent high-frequency fl ow and concent ration data from
which ' true' load can be calculated for comparison purposes. Where such
records do exist (e.g. for suspended sediment in certain southwest England
r ivers) it . has been shown (Walling and Webb, personal communicat ion) , for
example, that annual load (1979) computed (a) on the basis of 16
regularly-spaced samples (fair ly typical for the Harmonised Monitoring network)

41 and (b) by the preferred Paris Commission algorithm, can be biased by more
than -50% (a systematic under-estimation). A n indication of the low level of
precision in annual suspended sediment load estimates can be appreciated from
a histogram showing the spread of values obtained from a scheme of load

411 estimate replication (as discussed the report ).

In the context of load estimation, suspended sediment is a worst-case
determinand because typical ly it increases in concentration with increasing fl ow

• by 'orders of magnitude' and therefore has a high coeffi cient of variation. I t
can be confidently predicted that mass loads • of determinands in solut ion which

• exhibit lower coeffi cients of variation will, in general, be bet ter estimated than
suspended sediment loads. However suspended sediment is a key variable

• because signifi cant amounts of certain heavy metals and organochloride residues
can be transported with the sediment as an adsorbed phase. Problems

• associated with measuring and assessing the errors in bed-load transport have
not been considered in this report.

A systematic computational framework for assessing load estimation

•
methods

• The problem of a general lack of suitable data from which to compute 'true'
loads of diff erent determinands has been circumvented in • this study by
adopting a synthetic data approach. A prototype computer program for a

• Simulation and Methods Investigation of Load Estimates for Rivers (SMILER)
• has been int roduced. SMIL ER is fl exible enough to make available for

analysis long time series of data which typify almost any combination of
•

•
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•

•

• hydrological and simple concentration responses likely to be encountered in the
United Kingdom.

•
The rationale behind SMILER is that it uses any available 'continuous' data

• and other information on flow and concentration for the site of interest and
generates synthetic concentration data (synthetic fl ow data also if necessary)

• which may be additionally required to establish a ' true' load. The synthetic
responses are not required to be faithful representations of reality (t hough this

• is a goal to be kept in mind) — merely typical – for error acgessment
purposes.

•
Daily mean streamfl ow data for any available period of record can be input to

• SMILER from the Surface Water A rchive maintained by the Insti tute of
Hydrology. Information about the mean level and variability of concentration

• for a wide range of determinands since about 1974 (based on spot-sample
data) can be accessed from the Harmonised Moni toring Scheme database

• maintained by the Department of the Environment. In principle, SMI LER
could receive fl ow and concentration data and information from other

• databases. Ideally, and especially for fl ashy rivers, the fl ow data should be at a
fi ner t ime scale than daily  (see  later).

•
Demonstration time series for fl ow and concentration have been presented, and

• analysed by SMI LER, to il lustrate the complexi ty of the relationships between
errors in load estimates and (a) types of hydrological and concentration

• response, (b) period of estimation and level of hydrochemical activi ty in that
period and (c) estimation algori thm. The current version of SMI LER can

• compare three methods of estimation: the two methods recommended by the
Paris Commission for monitoring North Sea inputs fr om rivers; and the Beale

• Ratio estimator employed for monitoring river inputs to the Great Lakes,
North A merica. Several other methods are discussed in the report and selected

• additional methods will be incorporated into future versions of SMI LER.
L ikewise, future versions of SMILER will be enhanced with improved statistical

• techniques.

•
A n example  _  errors in loads of nitrate in solution

•

• A particular application of SMI LER, namely estimating the errors in nit rate
loads carried in solution by the Stour at Langham East A nglia, has been

• presented. In contrast to the massive .errors which can arise in estimates of
suspended sediment loads for certain rivers in southwest England, the SM IL ER

• estimated errors in Stour nitrate loads are modest. A t this particular site it
appears from the preliminary analysis presented here that annual load of

• nitrate in solut ion can be estimated by the preferred Paris Commission method
(involving fl ow-weighted mean concentration), and about 12 samples taken

• regularly throughout the year, with a precision of about 2% in a l ow load'
year and about 7% in a 'high load' year. Bias in both cases is probably less

• than +1-1%.  I t  must be stressed, however, that these results assume zero
measurement error and refl ect, therefore, only the errors due to (a) 30 day

• sampling interval, (b) the representativeness of the synthetic concentration data
and (c) a part icular load estimation method. The values of precision given

• above  should not be used,  in isolation, to design sampling strategies; the
results are preliminary and further work is required for a range of

•

•
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i .
• determinand and site combinations. SMI LER does incorporate facili ties to

simulate measurement errors in both streamflow and concentration but this is
• not discussed in the report Clearly, the errors given above are minima. For

any particular application of SMI LER, inforrnation about streamflow and
• concentration measurement errors for the site and determinand in question

should be taken into consideration.
•

• Scope for hydrograph sepa ra tio n and math ema tical hydro logic
mixing models

•

• Particular aspects of scientific hydrology which have considerable potential for
application in the context of river loads estimation include hydrograph
separation into component fl ows, and mathematical modelling 'general ly. I t can
be envisaged that streamflow at any time comprises components which have
diff erent but distinctive chemical characteristics. For example, low streamflows
occurring some considerable time aft er rainfal l may be expected to be mainly
from sources of stored water in the catchment which have a distinctive
chemical signature. A t, and near, peak flows, however, a signif icant proportion

• of streamfl ow is probably water added to the catchment as recent rainfall
which has a quite diff erent chemical signature. The higher the peak flow, the

• greater the proport ion of it is likley to be water from recent rainfall,
Point-source contaminant inputs obviously complicate the situation and have to
be considered separately.

• Simplistically, therefore, we may assume that streamflow at any time, at least
in relatively natural situations, is a mixture of fl ow components from sources

• with diff erent but (relatively) fi xed concentrations. I t might be expected,
therefore, that . estimates of concentration based on knowledge of the

• proportions of flow components at any time would be better than estimates of
concentration from total streamflow. Field studies and mathematical models

• can be employed to investigate the complex detail of the timing and
proportions of component fl ow mixing. Examples have been given of diff erent
methods of separating hydrographs into component fl ows and, clearly, progress
and developments in this area of research (and related mathematical modelling)

• should be closely monitored to assess the utili ty of the approach for river load
estimation.

•

• Databases for r ive r load es timation

•
At the national level the Surface Water A rchive and the Harmonised

• Monitoring Scheme database are the major sources of data and information
for river fl ow and concentrations respectively. The limited amount of fl ow data

• (corresponding to sample times) in the Harmonised Monitoring database (either
instantaneous or daily mean flowrates) is suffi cient only for crude estimation of
loads carried by rivers. The Harmonised Monitoring concentration data,
coupled with continuous records of daily mean fl ows from the Surface Water
A rchive, however, off ers considerable scope for retrospective river load
estimat ion, as demonstrated in the repor t wi th the example for nit rate loads

• based on synthetic concentration data approximating to those expected in a
rural lowland catchment. Future arrangements for managing these databases

•
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should explicit ly encourage the j oint exploitation of . their information contents.

• I t should be recognised, however, that use of Surface Water Archive daily
mean fl ows and H armonised Monitoring sample (instantaneous) concentrations
for load estimation assumes that both values are representative for the sample
time in question. This assumption will break down for sites and occasions

• where fl ow (and probably, therefore, concentration) can vary signifi cantly within
a day. For high quali ty load estimates it wil l 'be necessary to consider data of

• higher frequency. The dai ly mean flows in the Surface Water A rchive are
returned by the measuring authorities (e.g. regional Divisions of the National

• Rivers A uthor ity and the River Purifi cation Boards) and are based typically on
stage measurements at 15 minute intervals. Most measuring authorities have

• computer archives to accommodate short interval level and/or flow data. In
principle, therefore, and subject to there being a stable ident ifi able relationship
between the two variables over the period in question, concentration could be
estimated from the 15 minute interval fl ow data for load estimation purposes.

• This will require relationships (or models) between fl ow and concentration
which capture the essential dynamic behaviour of the consti tuent in question.

• Unfortunately, the relatively low frequency of observations in the Harmonised
Monitoring database wil l render that source of information inadequate for such

• purposes. It will be necessary, therefore, to investigate the availability of high
frequency concentration data from other databases maintained by the measuring
authori ties. Given that continuous intensive measurement of concentration is
prohibi tively costly, except for those determinands which can . be measured by
ion-specifi c electr odes or some other automatic device, there should be
intermittent periods of intensive monitoring at the site of interest to assess

• any dynamic flow - concentration behaviour and to calibrate (and periodically
validate/update) sui table mathematical models.

•
The measuring authori ties collect a far larger volume of river chemistry data

• than is returned to the H armonised Moni tor ing database but these sources of
data and information have not been inspected for th is report. Their suitabil ity
for load estimation purposes should be assessed at an early date.
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• 7. Recomm endations and suggestion s for
• fu r ther wor k

•

• A full appreciation of several of the point s referred to below canno t be
gained with out read ing the relevant Chapter of the rep ort .

•

•  Methods .

•
Meaningful comparison of river load estiniates is gre atly enhanced by

• knowledge of the errors involved. Suppliers of such data and • in formation
should be strongly encouraged to provide a numerical level of precision (at an

• agreed confidence level) with individual river load estimates. Every eff ort
should be made to minimise bias in river load estimates by adop ting an

• appropriate sampling strategy and a suitable estimation algor ithm.

• In all situations where there is d 'continuous' fl ow record it shou ld be
employed — to give a better river load est imate than if jus t fl ows at sample

• times are used. Est imation methods based on ly on fl ow and concen trations at
sample times ignore the valuable informat ion in the 'continu ous' fl ow record

• and therefore give inferior results.

• A mathematical relationship (or mo del) between flow and concentrat ion shou ld
always be sought and thereby a 'con tinuous' concen tration record derived from

• a 'continuous' fl ow recor d. Wh erever possible a programme of intensive
sampling should be operated until a best relationship (or model) can be

• derived. It may be necessary to repeat relatively short pe riods of intensive
sampling from time to time to check the stability of the relationship (or

• model).

• In many cases a comp onent of the scatter commonly observed in plots of flow
against concen tration could be due to hysteresis. The linear regression model

• canno t simu late hysteresis but a simple 'black box' model which can reproduce
some degree of observed hyste retic behaviou r is the transfe r function model.

• The transfer function mo del, therefore, deserves more widespread use in
extrap olation methods of river loads estimation. Models based on relevant

• physical and chem ical processes may also be useful in extrapolation me thods of
load estimat ion, though in most cases they require more detailed inpu t data

• than that required by the transfer function approach.

• Given that a large proportion of the total mass load of many river
constituents is transpo rted during fairly shor t periods of high fl ow, it is evident

• that a combination of regular (but infrequent) sampling, and an interpolation
estimation algorithm which does not use the info rmation in a con tinuous

• record of fl ow, is likely to under-estimate river loads. It has been shown by
other invest igators that for the Thames at Kingston an automatic system which

• takes samples at variable time intervals (depending on fl ow) reduces bias and
impro ves precision in rive r load estimates. Similar test facilities sh ould be

• deployed at other sites covering the range of hydrological regimes expe rienced
in the United Kingdom. Part icular attention shou ld be paid to assessing for

•
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United Kingdom rivers the effi cacy of SALT (Thomas, 1986) — a sampling
method which yields minimally biased loads of known precision for individu al
load estimates.

A systematic computa tiona l framework for assessing lo ad es timation
methods

A prototype computer program "Simulat ion and Methods Investigation of Load
Estimates for Rivers" (SMILE R) has been developed as part of the current
stu dy. Whe rever hydrochemical budgets are required (includ ing small research
catchments) SMILER can be of assistance by providing information on the
likely errors in river loads under par ticula r hydrologica l condit ions. I t is
recommended that SMILER be applied to stra tegic sites in the United
Kingdom where errors in river load estimates are required to assist with the
assessmen t of the environmental quality cont rol of the North Sea (and other
bodies of water, as required).

Hydrograph sepa rat ion and ma th ematica l mix ing models

Recent developments in hydrograph separa tion by chemical tracer methods and
time series rainfall - streamflow modelling give new insights into the mixing
dynamics of component fl ows which may have diff eren t but distinctive chemical
compositions. Such developments, referred to in the report, could be
ext remely useful for extrapolation methods of river load estimation and their
continued developme nt should, therefo re, be supported.

D atabases for river load estim ation

H istorically, the national databases for river quantity and quality have been
.managed independently and, although effective mergers of data and information
fro m each are becoming more common, their separat eness does not encourage
their join t exploitation for river loads estimation. There is scope for
estimat ion of histor ic river loads frOm river fl ow data in the Surface Water
A rchive and concen trat ion data in the Harmonised Monitoring Scheme
database. Similarly, there is scope using these databases for deriving 'best '
estimates of river load inpu ts rou tinely, for example, to the Nort h Sea, Irish
Sea an d English Channel. Careful thought should be given to data aqu isition,
archiving and data analysis procedures to facilitate improved estimates of mass
flows.

Consideration is required also of the po tent ial for developments in information
technology (includ ing G IS — Geographical Information Systems) in the context
of river loads data processing and man ipulation for environmental management
purposes. Provision of river loads data is demanding in that it requires access
to quantity and quality databases (or the use of one that handles both types
of data) . The ability to derive and manipulate river loads data , is, therefore,
an important operat ion al need which should be specifi ed for futu re database
and information systems. Ideally, such systems shou ld be able to transpose data

8 3
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9
to reaches where loa d estimates are needed, but where measu rements have not
been made.

•
The National River s Author ity, the River Purifica tion Boards, and other

• organisations, may ho ld large volumes of relevant data and information in
addition to those in the Surface Water Archive and the Harmonised

• Mon itoring Scheme database, and these data could be of great u tility for
estimat ing river loads. There is a pressing need to identify such add itional

• datasets and to explore ways of br inging them together an d using them for
river load estimation .

•



Acknowledgemen ts

The study was funded by the Department of the Environment (DoE). Valuable
discussions took place with Dr RJ . Otter, Mr K.P.D.. Close, Mr D.E. Edwards
and Mrs B.G. Goldstone of DoE, and Dr C. Re id (on secondment to DoE
fro m the Plymouth Marine Laboratory of the Natu ral Environment Research
Council) . Any views expressed in the report are those of the auth or. Data
from the Harmonised Monitoring Scheme were made available by Her
Majesty's Inspectorate of Pollution.

At an early stage of the project, commen ts and data were gratefully received
fro m officers of the National Rivers Author ity; thanks are due to
D r C. Pattinson and Dr S.C. Bird of the Welsh Region, and Mr T. Reader .
and co lleagues of Thames Region.

Professor D.E. Walling and Dr B.W. Webb of Exeter University made useful
commen ts at an ear ly stage of the project and, at the request of the author ,
readily agreed to undertake further limited analyses of one of their datase ts.

The author wishes to ackn owledge the support and assistance of colleagues in
the Data and Archiving Section at the Inst itute of Hydrology. Mr D.G. Morris
advised on techn ical aspects related to handling the Harmonised Monitoring
Scheme data. Mr T .I. Marsh advised generally throughout and provided
valuable comment during preparation of the fi nal report. Mr R.V. Moore
advised on Geographical Information Systems.

8 5



• References

• Anon. (1984) . Estimat ion of river composition and riverine infl uxes of
chemicals to the marine environment. Report of the Advisory Committee

• on Marine Pollution, ICES 132, 48-54.

• Bewers, J.M. and Duinker, J.C. (1982). Methods of accessing gross riverine
discharges of trace metals and organohalogens in to the marine

• environment . In : Report of the Inte rnational Council for the Exploration
of the Seas, Coopera tive Research Report No. 120, 60-72.

•
Birt les, A.B. (1977). River water quality models based on stream hydrograph

• co mpo nents. Central Water Plann ing Unit , Technical Note No. 23,
35pp .

•
Birt les, A.B. (1978). Identifi cat ion and separation of major base fl ow

• compo nents from a stream hydrograph. Water Resou rces Research,

•
14(5) , 791-803.

Box, G.E.P. and Jenkins, G.M. (1970). Time Series Analysis, Forecasting and
• Co ntrol. Holden - Day, San Fran cisco, 553pp.

• Chow, V.T. (Ed.) (1964). Handbook of Applied Hydrology. McGraw-Hill, New
York.

•
Clarke, R.T. (1990). Bias and variance of some estimators of suspende d

• sediment load. Hydrological Sciences Journal, 35(6), 253-261.

• Cohn , A.T., De Long, L L., Gilroy, EJ ., Hirsch, R.M. and Wells, D.K. (1989) .
Estimating constituent loads. Water Resou rces Research, 25(5), 937-942.

•
Cheeseman, R.V. and Wilson, A.L. (1978). Manual on analytical

• quality-con trol for the water industry. Water Research Centre, Technical
Report TR 66, 157pp.

•
DOE (1978). Digest of Environmental Pollution Statist ics: No. 1, 1978. HMSO ,

• London , 9‘ipp.

• DOE ( 1980). Digest of Environmental Pollution Statistics: No. 2, 1979. HMSO ,
London, 116pp.

•
DOE ( 1990). Digest of Environmental Protection and Water Statistics: No.12.

• 1989. HMSO, London, 96pp.

• Dolan, D.M., Yui, A.K. and Geist, R.D. (1981). Evaluation of river load
estimation methods for to tal phosphorous. Journal of Grea t Lakes

• Research, 7(3), 207-214.

• Edmu nds, W.M. and Kinniburgh (1986) . The susceptibility of UK
groundwaters to acidic deposition. Jou rnal of the Geological Society, 143,

• 707-720.

•

•

• 8 6

•



•
•
•
e . Edwards, A.M.C. (1973). Dissolved load and tentat ive solute budgets of some

No rfolk catchments. Journal of Hydrology, 18, 201-217.
•

Edwards, R.W., Gee, A.S. and Stoner, J .H. (Eds.) (1990). Acid Waters in
• Wales, Kluwer Acade mic Press, 337pp.

• Ellis, J.C. (1989). Handbook on the design and interpretation of monitoring
programmes. Water Research Cen tre plc.

•
Ferguson, R.I. ( 1986a). River loads underestimated by rating curves. Water

• Resources Research, 22, 74-76.

• Ferguson, R.I. ( 1986b) . Reply. Water Resources Research, 22(13); 2123-2 124 .

• Ferguson, R I. (1987). Accuracy and precision of methods for estimating river
loads. Earth Surface Processes, 12, 95-104.

GESAMP (1987). Report of Working Group 22 on land to sea transport of
• pollutant& GESAMP Repor ts and Studies No. 32.

• G rogan, W.C. (1984). Inpu t of contaminants to the North Sea fro m the
United Kingdom. Institu te of Off shore Engineering, Heriot-Wat t University,

• Report for the Department of the Environment, 203pp.

• Gurnell, A .M. and Fenn, C.R. (1984). Box-Jenkins transfer function mo dels
applied to suspended sediment concentration-discharge relationships in a

• proglacial str eam. Arct ic and Alpine Research, 16(1), 93-106.

• Harrison, R.M., Thorogood, G. and Lacey, R.F. (1989). Co mparison of load
estimation from grab samples and continuous fl ow-proportional sampling.

• Report to the Department of the Environment by the Water Research
Centre, Med inenham.

Herschy, R.W. (1978). (Editor). Hydro met ry. Wiley, Chichester.
•

H ill, J.M. (1984). Nitr ates in surface waters: observations from some rivers in
• the Lee drainage basin. Water Research Cen tre, TR 203, 4Opp.

• Howard, K. and Urquart, C. (1988). The quality of the Humbe r estuary 1987.
Humber Estuary Committee Report.

•
Institute of Hydrology (1988). Hydrological Data UK : Hydrometric Register

• and Sta tistics 1981-5. Natu ral E nvironment Research Council, 178pp.

• Jakeman, A.J ., Littlewood, I.G. and Whitehead, P.G. ( 1990). Computa tion of
the instantaneous unit hydrograph and identifi cable component fl ows with

• application to small catchments. Journal of Hydrology, 117, 275-300.

• Jolly, P.K. (1986). Estimates of the loads of cer tain List I and List II
substances discharged to the North Sea. Repo rt to the Department of
the Environment by the Water Research Centre, Medmenham.

•

•

S .

• 8 7



Jolly, P.K. and Ellis, J.C. (1989). 'Monito ring requireme nts for estimating
po llutant loads in rivers. Interim Re port to the Departmen t of the
Environment by the Water Research Centre, Me dmenham.

Koch, R.W. and Smillie, G.M. (1986). Bias in hydrologic prediction using
log-transformed regression models. Water Resources Bulletin, 22(5) ,
717-723.

Langan, S.J. (1987). Episodic acidifi cation of streams at Loch Dee, S.W.
Sco tland . Transactions of lthe Royal Socie ty of Edinburgh: Ear th
Sciences, 78, 393-397.

Lees, M.L. (1989) . Inland water surveying in the United Kingdom - a
short history. Hydrological Data UK: 1985 Yearbook Institute of
Hydrology.

Lit tlewood, LG. (1987). Streamflow - pH dynamics in small moorland and
conifer afforested catchments in the Upper Tywi valley, Wales.
Proceedings of Brit ish Hydrological Society Symposium, H ull, 23.1-23.12.

Marsh, T.J . (1980). Towards a nitrate balance for England and Wales. Water
Services, 84, No. 1016, 601-606.

Moore, Ri . (1984) . A dynamic model of basin sediment yield . Water
Resou rces Research , 20(1), 89-103.

Norton, R.L. (1982). Assessment of pollution loads to the North Sea. Water
Research Cen tre, Technical Report No. 182, 28PP.

O 'Donnell, A.R. and Mance, G. (1984). Estimation of the loads of some List
I and II substances to United Kingdom tidal waters -- a comparison
with previou s estimates. Water Pollution Control, 554-561.

Pinde r, G.F. and Jones, J.F. (1969). De termination of the ground-water
component of peak discharge from the chemistry of runoff. Water
Resou rces Research, 5(2) , 438-445.

Richards, R.P. and Holloway, J. (1987). Monte Carlo studies of sampling
st rat egies for estimat ing tributary loads. Water Resources Research ,
23(10), 1939-1948.

Rodda, J.C. and Jones, G.N. (1983). Pre liminary estimates- Of loads carried by
rivers to estuaries and coastal waters around G reat Britain derived fro m
the H armonized Monitoring Scheme. Journal of the Inst itution of Water
E ngineers and Scientists, 37(6) , 529-539.

Simpson, E .A. ( 1978). The harmonization of the mo nitoring of the quality of
inland fresh water . Journal of the Inst itu tion of Water Enginee rs and
Scientists, 32( 1) , 57-66.

Simpson, E.A. (1980). The harmonization of the mo nitoring of the quality o f
rivers in the United Kingdom. Hydrological Sciences Bulletin, 25, 13-23.

8 8



Thomas, R.B. (1983) . Errors in estimating suspended sedimen t. In : Li,
Rhu-Ming and Lagasse, P F. (Eds.) Proceedings of the D.B. Simons
Symposium on Erosion and Sedimentation, Fort Collins, Colorado , 27-29
July 1983.

Thomas, R.B. (1985). Estimating total suspended sediment yield with
probability sampling. Water Resources Research, 21(9), 1381-1388.

Thomas, R.B. (1986). Calibrat ing SALT: a sampling scheme to improve
estimates of suspended sediment yield. In : Monitoring to Detect Changes
in Water Quality Ser ies, IA HS Publication No. 157, 79-88.

Thomas, R.B. (1988a). Monitoring baseline suspended sediment in forested
basins: the eff ects of sampling on sediment rating curves. Hydrological
Sciences Journal, 33(5), 499-514.

Thomas, R.B. (1988b) . Measuring sediment yields of storms using SA LT. In:
Sed iment Budgets, IA HS Publ. No. 174, 315-323.

Thomas, R.B. (1989). Piecewise SALT sampling for estimating suspended
sediment yields. Report PSW-114, Pacifi c Southwest Forest and Range
Experimental Station, US Depar tm ent of Agriculture, l l pp.

Walling, D.E. (1974). Suspended sediment and solute yields from a small
catchment prior to u rbanisation. In : KJ . Gregory and D.E. Walling (eds.),
Fluvial processes in instrumented watersheds, Inst . Br. Geogr. Spec. Publ.,
6, 169-192.

Walling, D.E. and Webb, B.W. (1981). The reliability of suspen ded load data.
In: Erosion and Sediment Transport Measurement, IA HS Publ. No. 133,
177-194.

Walling, D.E. and Webb, B.W. (1988). Th e reliability of rating curve estimates
of suspended sedimen t yield: some further comments. In : Sedimen t
Budgets, IAHS Publ. No. 174, 337-350.

Whitehead, P.G. (1979). Applications of recursive estimation techniques to
time-variable hydrological systems. Journal of Hydrology, 40, 1-16.

Young, T.C., DePinto, J.V. and Heidtke, T.M. (1988). Facto rs affecting the
eff iciency of some estimato rs of fluvial to tal phosphorous load. Water
Resou rces Research, 24(9), 1535-1540.

8 9




